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#### Abstract

Based on the Kubo formalism, electronic transport in macroscopic quasiperiodic systems is studied by means of an efficient renormalization method, and the convolution technique is used in the analysis of two- and three-dimensional lattices. For the bond problem, we found a transparent state located at a center of selfsimilarity and its ac conductivity is qualitatively different from that observed in mixing Fibonacci chains. The conductance spectra of multidimensional systems exhibit a quantized behavior when the electric field is applied along a periodically arranged atomic direction, and it becomes a devil's stair if the perpendicular subspace of the system is quasiperiodic. Furthermore, the dc conductance maintains a constant value for small imaginary parts $(\eta)$ of the energy and decays when $\eta>\eta_{c}$, where $\eta_{c}$ is proportional to the inverse of the system length. Finally, the spectrally averaged conductance shows a power-law decay as the system length grows, neither constant as in periodic systems nor exponential decays occurred in randomly disordered lattices, revealing the critical localization nature of the eigenstates in quasicrystals.
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## I. INTRODUCTION

Since the discovery of quasicrystalline alloys in 1984, the electronic transport in quasiperiodic systems has been a controversial subject, because it is not expected to be ballistic as in periodic lattices neither diffusive as in randomly disordered ones. ${ }^{1}$ These alloys possess an extremely low conductivity for their metallic constituents, and become more resistive when they are more perfect, which are believed to be a consequence of the quasiperiodicity of the system. ${ }^{2}$ Their optical conductivity is also unusual, showing a linear frequency dependence and no Drude peaks. ${ }^{3}$ Nowadays, there is a consensus that the eigenvalue spectrum produced by a quasiperiodic potential is singular continuous and the associated eigenfunctions are critical. ${ }^{4}$ The relationship between this exotic localization of states and the anomalous transport phenomena is not fully understood.

In quasiperiodic systems, concepts like the reciprocal space become useless, and then the real-space renormalization technique seems to be the unique medium to investigate truly macroscopic lattices. ${ }^{5-9}$ Recently, we have developed a novel renormalization method for the Kubo-Greenwood formula in mixing Fibonacci chains, finding scale invariances in the dc and ac conductivity spectra around the transparent state. ${ }^{10}$ It is important to mention that this renormalization procedure is difficult to be extended to multidimensional systems, since for each generation only the interior sites of the lattice can be renormalized and all the border sites should be explicitly kept in order to calculate the Green's function of next generations, i.e., for a $d$-dimensional system, the number of border sites increases as a system of $d-1$ dimensions, ${ }^{11}$ except $d=1$ where the number of border sites is always two. An alternative way to address the multidimensional quasiperiodic systems is through the convolution technique, when the Hamiltonian of the system is separable. ${ }^{12}$

For instance, the decagonal quasicrystals can be visualized as a periodic stacking of quasiperiodic layers and their Hamiltonian can be expressed as a sum of the periodic and quasiperiodic parts within the nearest-neighbor tight-binding approximation. In this paper, we report an extension of the previously developed renormalization method to the bond problem and an analysis of the electronic conductance in two- and three-dimensional quasiperiodic systems by using the convolution technique.

This article is organized as follows: Sec. II defines the system and introduces the renormalization method. Its iterative formulas are given in Appendix A. In Sec. III, the dc and ac conductivity spectra of a Fibonacci chain with two kinds of bonds are analyzed in comparison with those of the mixing problem. In particular, their scaling behaviors are studied in detail. In Sec. IV, the electrical conductances of two- and three-dimensional quasiperiodic systems are investigated by means of the convolution method, which is carefully addressed in Appendix B. Quantized conductance spectra are obtained for periodic systems and these spectra become fractal ones when in the perpendicular direction to the applied electric field the atoms are quasiperiodically arranged. The spectral average of the conductance reveals a power-law decay as the system length grows. The effects of the imaginary part $(\eta)$ of the energy on the Kubo conductivity is also analyzed. An analytical solution of this analysis for the periodic case is given in Appendix C. Finally, Sec. V summarizes the results and provides some conclusive remarks.

## II. THE FIBONACCI CHAINS

There are various manners to build a Fibonacci chain, for example, by using two sorts of bonds (bond problem), two kinds of atoms (site problem) or a combination of both (mixing problem). ${ }^{13}$ In this paper, we study the bond problem, in
which two bond strengths, $t_{A}$ and $t_{B}$, are organized following the Fibonacci sequence and the nature of the atoms are assumed to be the same, i.e., their self-energies $\alpha_{j}=0$. This problem has the advantage of being easily extendible to multidimensional quasiperiodic lattices, as shown in next sections. Let us define the first and the second generations of the Fibonacci sequence as $F_{1}=A$ and $F_{2}=B A$, respectively. The next generations are given by $F_{n}=F_{n-1} \oplus F_{n-2}$, containing $N(n)$ atoms for a chain of generation $n$. For instance, $F_{5}$ $=B A A B A B A A$. For the sake of simplicity, a uniform bond length $(a)$ is taken. Along the applied electric field all the systems considered in this paper are connected to two semiinfinite periodic leads with null self-energies, hopping integrals $t$ and a lattice constant $a$, in order to resemble the measurement conditions. The effects of different boundary conditions on the electrical conductivity have been analyzed in Ref. 10.

In order to isolate the quasicrystalline effects on the physical properties of the system, we consider a simple $s$-band tight-binding Hamiltonian,

$$
\begin{equation*}
H=\sum_{j}\left\{t_{j, j+1}|j\rangle\langle j+1|+t_{j-1, j}|j\rangle\langle j-1|\right\}, \tag{1}
\end{equation*}
$$

where $t_{j, k}$ is the hopping integral between nearest-neighbor sites $j$ and $k$. The analysis of the electrical conductivity $(\sigma)$ is carried out by using the Kubo-Greenwood formula, ${ }^{14}$

$$
\begin{align*}
\sigma(\mu, \omega, T)= & \lim _{\Omega \rightarrow \infty} \frac{2 e^{2} \hbar}{\pi \Omega m^{2}} \int_{-\infty}^{\infty} d E \frac{f(E)-f(E+\hbar \omega)}{\hbar \omega} \\
& \times \operatorname{Tr}\left[p \operatorname{Im} G^{+}(E+\hbar \omega) p \operatorname{Im} G^{+}(E)\right] \tag{2}
\end{align*}
$$

where $\Omega$ is the volume of the system, $G^{+}(E)$ is the retarded one-particle Green's function, $f(E)=\{1+\exp [(E$ $\left.\left.-\mu) / k_{B} T\right]\right\}^{-1}$ is the Fermi-Dirac distribution with Fermi energy $\mu$ and temperature $T$, and $p$ is the projection of the momentum operator along the applied electric-field direction. The latter can be determined by using the relations $p$ $=(i m / \hbar)[H, x]$ and $x=\sum_{j} x_{j}|j\rangle\langle j|$, being $x_{j}$ the coordinate of site $j$. Thus, in the Wannier representation it is

$$
\begin{equation*}
p=\frac{i m a}{\hbar} \sum_{j}\left\{t_{j, j+1}|j\rangle\langle j+1|-t_{j-1, j}|j\rangle\langle j-1|\right\} . \tag{3}
\end{equation*}
$$

As a limit case, let us consider an infinite periodic linear chain with a lattice constant $a$, null self-energies and hopping integrals $t$. The conductivity of its segment of $N$ atoms at $T$ $=0$ can be analytically calculated, as shown Eq. (C5),

$$
\begin{align*}
\sigma(\mu, \omega, 0)= & \frac{8 e^{2} t^{2} a}{\pi(N-1) \hbar^{3} \omega^{2}}\left[1-\left(\frac{\mu}{2 t}\right)^{2}\right] \\
& \times\left\{1-\cos \left[(N-1) \frac{\hbar \omega /(2 t)}{\sqrt{1-[\mu /(2 t)]^{2}}}\right]\right\} \tag{4}
\end{align*}
$$

where $|\mu| \leqslant 2|t|$ and the system length is $\Omega=(N-1) a$. In the limit of $\omega \rightarrow 0$, the dc conductivity is

$$
\begin{equation*}
\sigma_{p}=\sigma(\mu, 0,0)=\frac{e^{2} a}{\pi \hbar}(N-1) . \tag{5}
\end{equation*}
$$



FIG. 1. The dc and ac Kubo conductivities $[\sigma(\mu, \omega, 0)]$ for a periodic chain [(a) and $\left.\left(\mathrm{a}^{\prime}\right)\right]$ of generation $n=41$ with $\gamma=1.0$, a mixing Fibonacci chain [(b) and ( $\left.\mathrm{b}^{\prime}\right)$ ] with $n=41$ and $\gamma=t_{A A} / t_{A B}$ $=0.88$, and a bond Fibonacci chain [(c) and ( $\left.\left.\mathrm{c}^{\prime}\right)\right]$ with $n=40$ and $\gamma=t_{B} / t_{A}=0.88$. All the systems are connected to two periodic linear leads of $10^{20}$ atoms and the imaginary part of the energy is $10^{-11}|t|$. The transparent state is located at $\mu=0$. The ac conduction behaviors for $\mu=-1.88348|t|$ in the three systems are illustrated by gray lines.

For the quasiperiodic case, we have developed an efficient renormalization method for the Kubo-Greenwood formula. ${ }^{10}$ In particular, the recursion formulas corresponding to the bond problem are given in Appendix A, which allow us to evaluate the trace of Eq. (2) in an iterative way. For direct calculations of Eq. (2) the computing time grows as a third power of the system size, whereas using the renormalization procedure it grows linearly with the number of generation, i.e., grows logarithmically with the system size. For example, for a system with 988 atoms the direct-calculation time is 3932891 ms versus 27 ms if the renormalization method is used. It would be worth emphasizing that the results obtained by both methods are exactly the same. Therefore, in the rest of this paper we will use the renormalization method to evaluate the Kubo-Greenwood formula.

Figures 1(a)-1(c), respectively show the dc conductivities around $\mu=0$ of a periodic, a mixing ( $n=41$ ) and a bond ( $n$ $=40)$ Fibonacci chains. The on-site energies are null in these three systems and the hopping-parameter ratio $(\gamma)$ are $\gamma=1$ for the periodic, $\gamma=t_{A A} / t_{A B}=0.88$ for the mixing and $\gamma$ $=t_{B} / t_{A}=0.88$ for the bond problem, being $t_{A B}=t_{A}=t$. The imaginary part of the energy in the Green's function is $10^{-11}|t|$. Notice that in Fig. 1(c) $\sigma(0,0,0)=\sigma_{P}$, i.e., there is a transparent state in the bond problem. It can be analytically proved by means of the Landauer formula, in which the conductivity is proportional to the transmittance $(\tau)$ of the system. ${ }^{15}$ In particular, for $\mu=0$ the transmittance is given by ${ }^{13}$

$$
\begin{equation*}
\tau(\mu=0)=\frac{4}{\left(m_{21}-m_{12}\right)^{2}+\left(m_{11}+m_{22}\right)^{2}}, \tag{6}
\end{equation*}
$$

where $m_{i j}$ are elements of the transfer matrix $[M(n)]$ defined by

$$
\begin{equation*}
M(n)=M_{N(n)} M_{N(n)-1} \cdots M_{1}, \tag{7}
\end{equation*}
$$

being

$$
M_{i}=\left(\begin{array}{cc}
\frac{\mu-\alpha_{i}}{t_{i, i+1}} & \frac{t_{i, i-1}}{t_{i, i+1}}  \tag{8}\\
1 & 0
\end{array}\right)
$$

It has been shown that for mixing Fibonacci systems with $\alpha_{A}=\alpha_{B}=0$ there is a transparent state at $\mu=0$ for generations $n=3 i-1$, being $i=1,2, \ldots .{ }^{16}$ Now, for the bond problem, the elements of the transfer matrix evaluated at $\mu=0$ can be written as

$$
\begin{align*}
m_{i, j}(n)= & f\left(\left\lfloor\frac{x}{2}\right\rfloor+|i-j|\right)\left\{f ( x ) \left((-1)^{\lfloor z / 5\rfloor} f(n+i-1) \gamma^{-1}\right.\right. \\
& \left.\left.-(-1)^{\lfloor y / 5\rfloor} f(n+i) \gamma\right)-f(x+1)\right\}, \tag{9}
\end{align*}
$$

where $i=1,2, j=1,2, \gamma=t_{B} / t_{A}, f(k)=\left[1+(-1)^{k}\right] / 2$, and the integer numbers $\quad x=n \bmod 3 \in[0,2], \quad y=(n+2) \bmod 6$ $\in[0,5]$, and $z=(n+5) \bmod 6 \in[0,5]$. Therefore, the transmittance [Eq. (6)] is given by

$$
\begin{equation*}
\tau(\mu=0)=\frac{4}{f(x)\left(\gamma+\gamma^{-1}\right)^{2}+4 f(x+1)} . \tag{10}
\end{equation*}
$$

Notice that the transmittance is one when $x=1$, i.e., there is a transparent state at $\mu=0$ in the bond problem for generations $n=3 i+1$, being $i=1,2, \ldots$.

On the other hand, the ac conduction involves not only states at the Fermi level, but also those within an interval of $\hbar \omega$ around the Fermi energy, where $\omega$ is the angular frequency of the applied electric field. In Figs. 1( $\mathrm{a}^{\prime}$ ), $1\left(\mathrm{~b}^{\prime}\right)$, and $1\left(\mathrm{c}^{\prime}\right)$, the ac conductivities at $\mu=0$ (black lines) and at $\mu$ $=-1.88348|t|$ (gray lines) are shown for periodic, mixing and bond problems, respectively. Observe that the ac conductivity evaluated at the transparent states of periodic and mixing systems have a quite similar behavior, which is totally different from that of the bond problem, since in the latter the transparent state is located at a fractal center ${ }^{17}$ and surrounded by nontransparent states, instead of transparent and almost transparent states in periodic and mixing cases, respectively. ${ }^{10}$ For nontransparent states a noisy behavior is found in both mixing and bond problems. Moreover, all the dc and ac conduction spectra in Fig. 1 scale with the inverse of system size by means of $C=(N-1)[b(\gamma)]^{(3-n) / 6}$, where $b(\gamma)$ is one for the periodic and mixing problems. ${ }^{10}$ For the bond problem, $b(\gamma)$ (open circles) is plotted in Fig. 2 and compared with the scaling index $[d(\gamma)]$ of the density of states (DOS) at $\mu=0$ given by ${ }^{17}$

$$
\begin{equation*}
d(\gamma)=\frac{\ln [(\sqrt{5}+1) / 2]^{6}}{\ln \left\{\sqrt{1+4\left[1+\left(\gamma-\gamma^{-1}\right)^{2} / 4\right]^{2}}+2\left[1+\left(\gamma-\gamma^{-1}\right)^{2} / 4\right]\right\}^{2}} . \tag{11}
\end{equation*}
$$

Notice that these two scaling indexes have a similar dependence on $\gamma=t_{B} / t_{A}$, since they are tightly related through the diffusivity, as given in the Einstein relation.

In the next section, we will analyze the electronic transport in two- and three-dimensional quasiperiodic lattices.


FIG. 2. The conductivity scaling factor (defined in the text) for the bond problem, $b(\gamma)$ (open circles), and the scaling index of the density of states at $\mu=0, d(\gamma)$ (dashed line).

## III. MULTIDIMENSIONAL SYSTEMS

Let us consider a multidimensional lattice, in which one or more directions are quasiperiodic, and their Hamiltonian $(H)$ is separable, i.e., $H=H_{\|} \otimes I_{\perp}+I_{\|} \otimes H_{\perp}$, where $H_{\|}\left(I_{\|}\right)$and $H_{\perp}\left(I_{\perp}\right)$ respectively stand for the Hamiltonian (the identity of Hilbert space) of the parallel and perpendicular subsystem with respect to the applied electric field. Taking the advantage of the convolution theorem, ${ }^{12}$ the electrical conductivity (2) of this multidimensional system can be written as (see Appendix B),

$$
\begin{equation*}
\sigma(\mu, \omega, T)=\frac{1}{\Omega_{\perp}} \int_{-\infty}^{\infty} d y \sigma^{\Perp}(\mu-y, \omega, T) \operatorname{DOS}^{\perp}(y) \tag{12}
\end{equation*}
$$

or

$$
\begin{equation*}
\sigma(\mu, \omega, T)=\frac{1}{\Omega_{\perp}} \sum_{\beta} \sigma^{\|}\left(\mu-E_{\beta}, \omega, T\right) \tag{13}
\end{equation*}
$$

where $\sigma^{\|}$is the electrical conductivity of the parallel subsystem; $\Omega_{\perp}, \mathrm{DOS}^{\perp}$ and $E_{\beta}$ are, respectively, the volume, the density of states, and the eigenvalues of the perpendicular subsystem, i.e., $H_{\perp}|\beta\rangle=E_{\beta}|\beta\rangle$. In Figs. 3(a) and 3(b), we show the dc electrical conductances at zero temperature, defined as $g(\mu, 0,0)=\sigma(\mu, 0,0) \Omega_{\perp} / \Omega_{\|}$, for 2 D and 3 D periodic lattices, respectively. Figures 3(c) and 3(d) exhibit the electrical conductances of the same systems as in Figs. 3(a) and 3(b) except that in the perpendicular directions to the applied electric field the atoms are arranged following the bond Fibonacci sequence with $\gamma=t_{B} / t_{A}=0.88$. The magnifications of Figs. 3(a)-3(d) are, respectively, illustrated in Figs. 3( $\left.\mathrm{a}^{\prime}\right)-3\left(\mathrm{~d}^{\prime}\right)$. The size in each direction of these lattices is of 165580142 atoms, corresponding to the generation $n$ $=40$, and along the electric field the system is connected to two semi-infinite periodic leads with hopping integrals $t$. These spectra are calculated by using Eq. (12) and the imagi-


FIG. 3. The dc electrical conductances at zero temperature for (a) 2D and (b) 3D periodic lattices, (c) 2D and (d) 3D lattices with quasiperiodic order $\left(\gamma=t_{B} / t_{A}=0.88\right)$ in the perpendicular directions to the applied electric field, and (e) 2D and (f) 3D totally quasiperiodic systems, i.e. the bond Fibonacci sequence is obeyed in every direction of the systems. The magnifications of figures (a-d) are, respectively, illustrated in $3\left(\mathrm{a}^{\prime}\right)-3\left(\mathrm{~d}^{\prime}\right)$. Each direction of these lattices has 165580142 atoms and along the electric field the system is connected to two semi-infinite periodic leads with hopping integrals $t$. The imaginary part $(\eta)$ of the energy is $10^{-11}|t|$ for $\sigma^{\|}$and $10^{-3}|t|$ for DOS ${ }^{\perp}$.
nary part $(\eta)$ of the energy takes $10^{-11}|t|$ for $\sigma^{\|}$and $10^{-3}|t|$ for $\operatorname{DOS}^{\perp}$. The energy mesh of these spectra has a spacing $(\Delta \mu)$ of $10^{-4}|t|$ and for the insets a mesh of 10000 energies is used. Notice that for 2 D periodic systems there are perfect quantum steps in units of $g_{0}=2 e^{2} / h$, as observed in 2D electron gas devices. ${ }^{18}$ However, in 3D periodic lattices the quantum steps are not uniform, due to the degeneracy and distribution of eigenvalues $E_{\beta}$ in Eq. (13). For partially quasiperiodic 2D systems [see Fig. 3(c)], self-similarly distributed quantum steps are observed. In Figs. 3(e) and 3(f), we respectively show the electrical conductances of 2D and 3D totally quasiperiodic systems, i.e., the bond Fibonacci sequence is obeyed in every direction of the system. Observe that these noisy spectra are one order of magnitude smaller than those of partially quasiperiodic systems and the quantum steps are disappeared.

In order to analyze global behaviors of the spectra in figure 3 , a spectral average of the conductance, defined as

$$
\langle g\rangle=\frac{\int d \mu g(\mu, 0,0) \operatorname{DOS}(\mu)}{\int d \mu \operatorname{DOS}(\mu)}
$$

is investigated and it is plotted in Fig. 4(a) versus the width $\left(\Omega_{\perp} \sim N_{\perp}\right)$ and in Fig. 4(b) versus the system length ( $L_{\|}$
$=N_{\|} a$ ) for 2D periodic lattices (open circles) and doubly quasiperiodic lattices (solid circles), with the same parameters as in Fig. 3. Observe that $\langle g\rangle$ grows linearly with $N_{\perp}$, that is $\langle g\rangle=g_{0}\left(\varphi N_{\perp}+\delta\right)$, where for the periodic lattices $\varphi$ $=0.56533$ and $\delta=0.77847$, and for the doubly quasiperiodic lattices $\varphi=0.12923$ and $\delta=-0.10234$. These values of $\delta$ are essentially zero if they are compared with the system width $\left(\sim 10^{8}\right)$, and the slope $(\varphi)$ is expected to be 1 for the periodic case if the parallel linear chains (or conducting channels) are totally independent. Moreover, when the system length grows, $\langle g\rangle$ is a constant for the periodic case and it decays as a power law $\left[\langle g\rangle=g_{0} \xi N_{\|}^{-\nu}\right]$ for the quasiperiodic system, as reported for finite Penrose lattices. ${ }^{19}$ We found $v=0.0847$ and $\xi=103745674.8369$ for doubly quasiperiodic case. Figures 4(c) and 4(d) present the averaged conductances for threedimensional systems, with the same parameters as 2D systems shown in Figs. 4(a) and 4(b). These conductances have a very similar behavior as 2D-system ones, except that for periodic case $\varphi=0.44612$ and $\delta=-2.84776 \times 10^{8}$ and for quasiperiodic system $\varphi=0.10324, \quad \delta=9.15914 \times 10^{7}, \quad v$ $=0.08492$, and $\xi=13747698529064202$. Again, $\delta$ is negligible in comparison with the cross section area $\left(\sim 10^{16}\right)$, therefore, we obtain a general relationship as

$$
\langle g\rangle=g_{0} \zeta N_{\perp} N_{\|}^{-v},
$$

where $\zeta=\xi / N_{\perp}=\varphi N_{\|}^{v} \simeq 0.5$.


FIG. 4. Spectral average of the conductance $\langle g\rangle$ versus the width ( $\Omega_{\perp} \sim N_{\perp}$ ) and the length ( $L_{\|}=N_{\|} a$ ) of the system are, respectively, shown in (a) and (b) for 2D, (c) and (d) for 3D, periodic (open circles) and totally quasiperiodic lattices (solid circles), with the same parameters as in Fig. 3.

Another interesting and not widely studied feature of the dc-conductance spectrum is its dependence on the imaginary part $(\eta)$ of the energy in the Green's function. In Fig. 5 we show the variation of $g(\mu, \eta) / g_{0}$ versus $\eta$ and $\mu$, for the same 3D system shown in Fig. 3(f). Observe that as $\eta$ grows the conductance spectrum decreases keeping its shape. Figure 6 exhibits the spectral integral of the conductance


FIG. 5. The variation of dc electrical conductance at zero temperature $\left[g(\mu, \eta) / g_{0}\right]$ as a function of the imaginary part of the energy $(\eta)$ and of the Fermi energy $(\mu)$ for a 3D totally quasiperiodic system, as shown in Fig. 3(f).


FIG. 6. The spectral integral of the conductance $\left[\int d \mu g(\mu, \eta)\right]$ as function of $\eta$ for a 3D periodic lattice (open circles) and 3D bond Fibonacci lattices with $\gamma=t_{B} / t_{A}=0.88$ (solid circles) and $\gamma=0.75$ (solid triangles).
$\left[\int d \mu g(\mu, \eta)\right]$ in units of the perpendicular-subsystem size as a function of $\eta$ for a 3D periodic lattice (open circles), and 3D bond Fibonacci lattices with $\gamma=t_{B} / t_{A}=0.88$ (solid circles) and $\gamma=t_{B} / t_{A}=0.75$ (solid triangles). Notice the existence of a critical value $\left(\eta_{c}\right)$, i.e., the integrals maintain the same value for $\eta<\eta_{c}$ and diminish following a power law $\left(\eta^{-\varepsilon}\right)$ when $\eta>\eta_{c}$, being $\varepsilon=1$ for the periodic lattice, $\varepsilon=0.90353$ and 0.7585 for bond Fibonacci systems with $\gamma=0.88$ and 0.75 , respectively. It is interesting to contrast with the DOS spectrum, whose spectral integral is always a constant, independent from $\eta$. Furthermore, we have observed that $\eta_{c} \sim N_{\|}^{-1}$ and for large $\eta$ the integrals converge a unique value. These facts could be interpreted as the inelastic-scattering effects represented by $\eta$ : when $\eta<\eta_{c}$ the inelastic-scattering free path is larger than the system length and then the conductance is independent of $\eta$; for $\eta>\eta_{c}$ the conductances of different systems reduce to the same minimum value as $\eta$ increases, where the lattice-order participation is overcome by inelastic scattering effects. For 1D periodic systems, we found an analytical solution of the dc conductivity at zero temperature $[\sigma(\mu, \eta)]$ for finite values of $\eta$, as shown in Eq. (C6), and it has a simple form [Eq. (C7)] for $\mu=0$.

## IV. CONCLUSIONS

In summary, we have extended the renormalization method to the Kubo-Greenwood formula in bond Fibonacci systems. Combining with the convolution technique we are able to analyze the electronic transport in multidimensional macroscopic quasiperiodic systems, when their Hamiltonian is separable. It would be important to mention that this analysis has been performed in an exact way within the Kubo-Greenwood formalism.

For the one-dimensional case, the results of the bond problem show a qualitatively different dc and ac conductivity spectra with respect to those of mixing Fibonacci systems. We found a new kind of transparent state, which is located at
a fractal center and its transfer matrices do not commute as in the mixing case. ${ }^{20}$

The dc electrical conductance of two- and threedimensional Fibonacci systems show a quantized behavior when the system is periodic along the direction of the applied electric field, and these steps are redistributed in a selfsimilar structure when the system becomes quasiperiodic in the perpendicular direction to the electric field. The spectrally averaged conductance shows a power-law decay as the system length increases, similar to that happened in Penrose lattices. This power-law decay reveals the critical localization nature in quasiperiodic systems, contrary to the constant and exponential decay behaviors in the periodic and randomly disordered systems, respectively. ${ }^{21}$

The imaginary part $(\eta)$ of the energy has a relevant participation in the Kubo-Greenwood formula. We find a critical value $\left(\eta_{c}\right)$ and it is inversely proportional to the system length. For $\eta<\eta_{c}$ the dc conductance is independent from specific values of $\eta$ and for $\eta>\eta_{c}$ the conductance decays with $\eta$, which can be understood if $\eta$ is interpreted as the inelastic scattering strength in the system. This analysis suggests the use of $\eta<\eta_{c}$ for electric conductance calculations if the inelastic scattering is neglected.

Finally, this renormalization method can be extended to analyze other physical properties, such as the lattice thermal conductance ${ }^{22}$ in quasiperiodic systems. This study is currently in progress.
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## APPENDIX A: RENORMALIZATION FORMULAS FOR THE BOND PROBLEM

The trace in the Kubo-Greenwood formula [Eq. (2)] for a Fibonacci chain (FC) with two kinds of bonds can be written as
$\operatorname{Tr}\left[p \operatorname{Im} G^{+}(E+\hbar \omega) p \operatorname{Im} G^{+}(E)\right]=S\left(E_{\omega}^{+}, E^{+}, n\right)-S\left(E_{\omega}^{+}, E^{-}, n\right)$

$$
-S\left(E_{\omega}^{-}, E^{+}, n\right)+S\left(E_{\omega}^{-}, E^{-}, n\right)
$$

where $E^{ \pm}=E \pm i \eta, E_{\omega}^{ \pm}=E+\hbar \omega \pm i \eta$ with $\eta \rightarrow 0^{+}$, and

$$
\begin{aligned}
S\left(E_{\omega}^{\nu}, E^{\kappa}, n\right)= & \sum_{j, k=1}^{N(n)-1} t_{j, j+1} t_{k, k+1}\left[2 G_{j+1, k}\left(E_{\omega}^{\nu}\right) G_{k+1, j}\left(E^{\kappa}\right)\right. \\
& \left.-G_{j+1, k+1}\left(E_{\omega}^{\nu}\right) G_{k, j}\left(E^{\kappa}\right)-G_{j, k}\left(E_{\omega}^{\nu}\right) G_{k+1, j+1}\left(E^{\kappa}\right)\right]
\end{aligned}
$$

being $\nu$ and $\kappa$ either + or - . These partial sums, $S\left(E_{\omega}^{\nu}, E^{\kappa}, n\right)$, may be expressed in terms of the Green's functions evaluated at the extreme sites of the FC as

$$
\begin{aligned}
S\left(E_{\omega}^{\nu}, E^{\kappa}, n\right)= & A\left(E_{\omega}^{\nu}, E^{\kappa}, n\right) G_{L, L}\left(E_{\omega}^{\nu}\right) G_{L, L}\left(E^{\kappa}\right) \\
& +B\left(E_{\omega}^{\nu}, E^{\kappa}, n\right) G_{L, R}\left(E_{\omega}^{\nu}\right) G_{L, R}\left(E^{\kappa}\right) \\
& +C\left(E_{\omega}^{\nu}, E^{\kappa}, n\right) G_{R, R}\left(E_{\omega}^{\nu}\right) G_{R, R}\left(E^{\kappa}\right)
\end{aligned}
$$

$$
\begin{aligned}
& +D\left(E_{\omega}^{\nu}, E^{\kappa}, n\right) G_{L, L}\left(E_{\omega}^{\nu}\right) G_{L, R}\left(E^{\kappa}\right) \\
& +D\left(E^{\kappa}, E_{\omega}^{\nu}, n\right) G_{L, L}\left(E^{\kappa}\right) G_{L, R}\left(E_{\omega}^{\nu}\right) \\
& +F\left(E_{\omega}^{\nu}, E^{\kappa}, n\right) G_{L, L}\left(E_{\omega}^{\nu}\right) G_{R, R}\left(E^{\kappa}\right) \\
& +F\left(E^{\kappa}, E_{\omega}^{\nu}, n\right) G_{L, L}\left(E^{\kappa}\right) G_{R, R}\left(E_{\omega}^{\nu}\right) \\
& +I\left(E_{\omega}^{\nu}, E^{\kappa}, n\right) G_{L, R}\left(E_{\omega}^{\nu}\right) G_{R, R}\left(E^{\kappa}\right) \\
& +I\left(E^{\kappa}, E_{\omega}^{\nu}, n\right) G_{L, R}\left(E^{\kappa}\right) G_{R, R}\left(E_{\omega}^{\nu}\right) \\
& +J\left(E_{\omega}^{\nu}, E^{\kappa}, n\right) G_{L, L}\left(E_{\omega}^{\nu}\right)+J\left(E^{\kappa}, E_{\omega}^{\nu}, n\right) G_{L, L}\left(E^{\kappa}\right) \\
& +K\left(E_{\omega}^{\nu}, E^{\kappa}, n\right) G_{L, R}\left(E_{\omega}^{\nu}\right)+K\left(E^{\kappa}, E_{\omega}^{\nu}, n\right) G_{L, R}\left(E^{\kappa}\right) \\
& +L\left(E_{\omega}^{\nu}, E^{\kappa}, n\right) G_{R, R}\left(E_{\omega}^{\nu}\right)+L\left(E^{\kappa}, E_{\omega}^{\nu}, n\right) G_{R, R}\left(E^{\kappa}\right) \\
& +Z\left(E_{\omega}^{\nu}, E^{\kappa}, n\right)
\end{aligned}
$$

where the subindexes $L$ and $R$ denote the left- and the rightend atoms, respectively. The coefficients $A\left(E_{1}, E_{2}, n\right)$, $B\left(E_{1}, E_{2}, n\right), \ldots, Z\left(E_{1}, E_{2}, n\right)$ in the last equation, being $E_{1}$ and $E_{2}$ either $E_{\omega}^{\nu}$ or $E^{\kappa}$, can be iteratively obtained from those of generations $n-1$ and $n-2$, as given in the following:

$$
A\left(E_{1}, E_{2}, n\right)=-\left[A_{c}\left(E_{1}, E_{2}, n\right)-A_{c}\left(E_{2}, E_{1}, n\right)\right]^{2},
$$

$$
\begin{aligned}
B\left(E_{1}, E_{2}, n\right)= & 2\left[A_{c}\left(E_{1}, E_{2}, n\right)-A_{c}\left(E_{2}, E_{1}, n\right)\right]\left[B_{c}\left(E_{2}, E_{1}, n\right)\right. \\
& \left.-B_{c}\left(E_{1}, E_{2}, n\right)\right]+2\left[C_{c}\left(E_{1}, E_{2}, n\right)-D_{c}\left(E_{2}, E_{1}, n\right)\right] \\
& \times\left[C_{c}\left(E_{2}, E_{1}, n\right)-D_{c}\left(E_{1}, E_{2}, n\right)\right], \\
C\left(E_{1},\right. & \left.E_{2}, n\right)=-\left[B_{c}\left(E_{1}, E_{2}, n\right)-B_{c}\left(E_{2}, E_{1}, n\right)\right]^{2},
\end{aligned}
$$

$$
\begin{aligned}
D\left(E_{1}, E_{2}, n\right)= & 2\left[A_{c}\left(E_{1}, E_{2}, n\right)-A_{c}\left(E_{2}, E_{1}, n\right)\right]\left[D_{c}\left(E_{2}, E_{1}, n\right)\right. \\
& \left.-C_{c}\left(E_{1}, E_{2}, n\right)\right]
\end{aligned}
$$

$$
F\left(E_{1}, E_{2}, n\right)=-\left[C_{c}\left(E_{1}, E_{2}, n\right)-D_{c}\left(E_{2}, E_{1}, n\right)\right]^{2}
$$

$$
\begin{aligned}
I\left(E_{1}, E_{2}, n\right)= & 2\left[B_{c}\left(E_{1}, E_{2}, n\right)-B_{c}\left(E_{2}, E_{1}, n\right)\right]\left[D_{c}\left(E_{2}, E_{1}, n\right)\right. \\
& \left.-C_{c}\left(E_{1}, E_{2}, n\right)\right]
\end{aligned}
$$

$$
\begin{aligned}
J\left(E_{1}, E_{2}, n\right)= & J\left(E_{1}, E_{2}, n-1\right)+\theta_{0}\left(E_{2}, n\right) F\left(E_{1}, E_{2}, n-1\right) \\
& +\theta_{1}\left(E_{1}, n\right) K\left(E_{1}, E_{2}, n-1\right)+\theta_{1}^{2}\left(E_{1}, n\right) \theta_{0}\left(E_{2}, n\right) \\
& \times\left[C\left(E_{1}, E_{2}, n-1\right)+A\left(E_{1}, E_{2}, n-2\right)\right. \\
& \left.+A_{o}\left(E_{1}, E_{2}, n\right)\right]+\theta_{0}\left(E_{2}, n\right) \theta_{1}\left(E_{1}, n\right) \\
& \times\left[I\left(E_{1}, E_{2}, n-1\right)+B_{o}\left(E_{1}, E_{2}, n\right)\right]+\theta_{1}^{2}\left(E_{1}, n\right) \\
& \times\left[L\left(E_{1}, E_{2}, n-1\right)+J\left(E_{1}, E_{2}, n-2\right)\right],
\end{aligned}
$$

$$
\begin{aligned}
K\left(E_{1}, E_{2}, n\right)= & 2 \theta_{0}\left(E_{2}, n\right) \theta_{1}\left(E_{1}, n\right) \theta_{2}\left(E_{1}, n\right)\left[C\left(E_{1}, E_{2}, n-1\right)\right. \\
& \left.+A\left(E_{1}, E_{2}, n-2\right)+A_{o}\left(E_{1}, E_{2}, n\right)\right] \\
& +\theta_{0}\left(E_{2}, n\right) C_{o}\left(E_{1}, E_{2}, n\right)+2 \theta_{1}\left(E_{1}, n\right) \theta_{2}\left(E_{1}, n\right) \\
& \times\left[L\left(E_{1}, E_{2}, n-1\right)+J\left(E_{1}, E_{2}, n-2\right)\right]+\theta_{0}\left(E_{2}, n\right) \\
& \times\left\{\theta_{1}\left(E_{1}, n\right)\left[D\left(E_{2}, E_{1}, n-2\right)+D_{o}\left(E_{2}, E_{1}, n\right)\right]\right. \\
& \left.+\theta_{2}\left(E_{1}, n\right)\left[I\left(E_{1}, E_{2}, n-1\right)+B_{o}\left(E_{1}, E_{2}, n\right)\right]\right\} \\
& +\theta_{2}\left(E_{1}, n\right) K\left(E_{1}, E_{2}, n-1\right) \\
& +\theta_{1}\left(E_{1}, n\right) K\left(E_{1}, E_{2}, n-2\right) \\
L\left(E_{1}, E_{2}, n\right)= & L\left(E_{1}, E_{2}, n-2\right)+\theta_{0}\left(E_{2}, n\right) F\left(E_{2}, E_{1}, n-2\right) \\
+ & \theta_{2}\left(E_{1}, n\right) K\left(E_{1}, E_{2}, n-2\right)+\theta_{2}^{2}\left(E_{1}, n\right) \theta_{0}\left(E_{2}, n\right) \\
\times & {\left[C\left(E_{1}, E_{2}, n-1\right)+A\left(E_{1}, E_{2}, n-2\right)\right.} \\
+ & \left.A_{o}\left(E_{1}, E_{2}, n\right)\right]+\theta_{0}\left(E_{2}, n\right) \theta_{2}\left(E_{1}, n\right)\left[D \left(E_{2}, E_{1}, n\right.\right. \\
- & \left.2)+D_{o}\left(E_{2}, E_{1}, n\right)\right]+\theta_{2}^{2}\left(E_{1}, n\right)\left[L\left(E_{1}, E_{2}, n-1\right)\right. \\
+ & \left.J\left(E_{1}, E_{2}, n-2\right)\right], \\
Z\left(E_{1}, E_{2}, n\right)= & \theta_{0}\left(E_{1}, n\right)\left[L\left(E_{1}, E_{2}, n-1\right)+J\left(E_{1}, E_{2}, n-2\right)\right] \\
& +Z\left(E_{1}, E_{2}, n-1\right)+\theta_{0}\left(E_{1}, n\right) \theta_{0}\left(E_{2}, n\right) \\
& \times\left[C\left(E_{1}, E_{2}, n-1\right)+A\left(E_{1}, E_{2}, n-2\right)\right. \\
& \left.+A_{o}\left(E_{1}, E_{2}, n\right)\right]+\theta_{0}\left(E_{2}, n\right)\left[L\left(E_{2}, E_{1}, n-1\right)\right. \\
& \left.+J\left(E_{2}, E_{1}, n-2\right)\right]+Z\left(E_{1}, E_{2}, n-2\right),
\end{aligned}
$$

where

$$
\begin{aligned}
& \theta_{0}(E, n)= {\left[E-E_{R}(E, n-1)-E_{L}(E, n-2)\right]^{-1}, } \\
& \theta_{1}(E, n)=t(E, n-1) \theta_{0}(E, n), \theta_{2}(E, n)=t(E, n-2) \theta_{0}(E, n), \\
& A_{c}\left(E_{1}, E_{2}, n\right)= A_{c}\left(E_{1}, E_{2}, n-1\right)+\theta_{1}\left(E_{1}, n\right) \theta_{1}\left(E_{2}, n\right) \\
& \times\left[A_{c}\left(E_{1}, E_{2}, n-2\right)+B_{c}\left(E_{1}, E_{2}, n-1\right)\right] \\
&+\theta_{1}\left(E_{2}, n\right) C_{c}\left(E_{1}, E_{2}, n-1\right) \\
&+\theta_{1}\left(E_{1}, n\right) D_{c}\left(E_{1}, E_{2}, n-1\right), \\
& B_{c}\left(E_{1}, E_{2}, n\right)= B_{c}\left(E_{1}, E_{2}, n-2\right)+\theta_{2}\left(E_{1}, n\right) \theta_{2}\left(E_{2}, n\right) \\
& \times\left[A_{c}\left(E_{1}, E_{2}, n-2\right)+B_{c}\left(E_{1}, E_{2}, n-1\right)\right] \\
&+\theta_{2}\left(E_{1}, n\right) C_{c}\left(E_{1}, E_{2}, n-2\right)
\end{aligned}
$$

$$
\begin{aligned}
& +\theta_{2}\left(E_{2}, n\right) D_{c}\left(E_{1}, E_{2}, n-2\right), \\
C_{c}\left(E_{1}, E_{2}, n\right)= & \theta_{1}\left(E_{1}, n\right) \theta_{2}\left(E_{2}, n\right)\left[A_{c}\left(E_{1}, E_{2}, n-2\right)\right. \\
& \left.+B_{c}\left(E_{1}, E_{2}, n-1\right)\right]+\theta_{2}\left(E_{2}, n\right) C_{c}\left(E_{1}, E_{2}, n-1\right) \\
+ & \theta_{1}\left(E_{1}, n\right) C_{c}\left(E_{1}, E_{2}, n-2\right), \\
D_{c}\left(E_{1}, E_{2}, n\right)= & \theta_{1}\left(E_{2}, n\right) \theta_{2}\left(E_{1}, n\right)\left[A_{c}\left(E_{1}, E_{2}, n-2\right)\right. \\
+ & \left.B_{c}\left(E_{1}, E_{2}, n-1\right)\right]+\theta_{2}\left(E_{1}, n\right) D_{c}\left(E_{1}, E_{2}, n-1\right) \\
+ & \theta_{1}\left(E_{2}, n\right) D_{c}\left(E_{1}, E_{2}, n-2\right), \\
A_{o}\left(E_{1}, E_{2}, n\right)= & 2\left[A_{c}\left(E_{1}, E_{2}, n-2\right)-A_{c}\left(E_{2}, E_{1}, n-2\right)\right] \\
& \times\left[B_{c}\left(E_{2}, E_{1}, n-1\right)-B_{c}\left(E_{1}, E_{2}, n-1\right)\right], \\
B_{o}\left(E_{1}, E_{2}, n\right)= & 2\left[A_{c}\left(E_{1}, E_{2}, n-2\right)-A_{c}\left(E_{2}, E_{1}, n-2\right)\right] \\
& \times\left[D_{c}\left(E_{2}, E_{1}, n-1\right)-C_{c}\left(E_{1}, E_{2}, n-1\right)\right], \\
C_{o}\left(E_{1}, E_{2}, n\right)= & 2\left[D_{c}\left(E_{1}, E_{2}, n-2\right)-C_{c}\left(E_{2}, E_{1}, n-2\right)\right] \\
& \times\left[D_{c}\left(E_{2}, E_{1}, n-1\right)-C_{c}\left(E_{1}, E_{2}, n-1\right)\right], \\
D_{o}\left(E_{1}, E_{2}, n\right)= & 2\left[B_{c}\left(E_{1}, E_{2}, n-1\right)-B_{c}\left(E_{2}, E_{1}, n-1\right)\right] \\
& \times\left[D_{c}\left(E_{2}, E_{1}, n-2\right)-C_{c}\left(E_{1}, E_{2}, n-2\right)\right],
\end{aligned}
$$

being $E$ either $E_{1}$ or $E_{2}$. The effective hopping integral, $t(E, n)$, and the effective self-energies of the left and right extreme sites, $E_{L}(E, n)$ and $E_{R}(E, n)$, are given by

$$
t(E, n)=t(E, n-1) t(E, n-2) \theta_{0}(E, n),
$$

$$
\begin{aligned}
& E_{L}(E, n)=E_{L}(E, n-1)+t^{2}(E, n-1) \theta_{0}(E, n), \\
& E_{R}(E, n)=E_{R}(E, n-2)+t^{2}(E, n-2) \theta_{0}(E, n)
\end{aligned}
$$

For the case of free boundary conditions, the Green's functions at the ends of the system are

$$
\begin{aligned}
& G_{L, L}(E)=\left[E-E_{R}(E, n)\right] / \gamma_{G}, \\
& G_{R, R}(E)=\left[E-E_{L}(E, n)\right] / \gamma_{G}, \\
& G_{L, R}(E)=t(E, n) / \gamma_{G},
\end{aligned}
$$

where $\gamma_{G}=\left[E-E_{L}(E, n)\right]\left[E-E_{R}(E, n)\right]-t^{2}(E, n)$, and for the case of finite-lead boundary conditions, they are

$$
\begin{gathered}
G_{L, L}(E)=\left\{E-E_{L}(E, n)-E_{R P}(E, m)-\frac{t_{P}^{2}(E, m)}{E-E_{L P}(E, m)}-\frac{t^{2}(E, n)}{E-E_{R}(E, n)-E_{L P}(E, m)-t_{P}^{2}(E, m) /\left[E-E_{R P}(E, m)\right]}\right\}^{-1}, \\
G_{R, R}(E)=\left\{E-E_{R}(E, n)-E_{L P}(E, m)-\frac{t_{P}^{2}(E, m)}{E-E_{R P}(E, m)}-\frac{t^{2}(E, n)}{E-E_{L}(E, n)-E_{R P}(E, m)-t_{P}^{2}(E, m) /\left[E-E_{L P}(E, m)\right]}\right\}^{-1}, \\
G_{L, R}(E)=\frac{G_{R, R}(E) t(E, n)}{\left\{E-E_{L}(E, n)-E_{R P}(E, m)-t_{P}^{2}(E, m) /\left[E-E_{L P}(E, m)\right]\right\}},
\end{gathered}
$$

where $m$ is the generation number of the periodic leads built following the Fibonacci procedure, and their effective selfenergies and effective hopping are given by

$$
\begin{gathered}
E_{L P}(E, m)=E_{L P}(E, m-1)+t_{P}^{2}(E, m-1) / \gamma_{P}(E, m), \\
E_{R P}(E, m)=E_{R P}(E, m-2)+t_{P}^{2}(E, m-2) / \gamma_{P}(E, m), \\
t_{P}(E, m)=t_{P}(E, m-1) t_{P}(E, m-2) / \gamma_{P}(E, m),
\end{gathered}
$$

being

$$
\gamma_{P}(E, m)=\left[E-E_{R P}(E, m-1)-E_{L P}(E, m-2)\right] .
$$

Finally, the initial conditions for the iterative procedure are

$$
\begin{aligned}
& t(E, 1)=t_{A}, E_{L}(E, 1)=E_{R}(E, 1)=0, t_{P}(E, 1)=t, \\
& E_{R P}(E, 1)=E_{L P}(E, 1)=0, \\
& t(E, 2)=t_{A} t_{B} / E, E_{L}(E, 2)=t_{B}^{2} / E, E_{R}(E, 2)=t_{A}^{2} / E, \\
& t_{P}(E, 2)=t^{2} / E, E_{L P}(E, 2)=E_{R P}(E, 2)=t_{P}(E, 2), \\
& A\left(E_{1}, E_{2}, 1\right)=C\left(E_{1}, E_{2}, 1\right)=D\left(E_{1}, E_{2}, 1\right)=I\left(E_{1}, E_{2}, 1\right) \\
& =0, B\left(E_{1}, E_{2}, 1\right)=2 t_{A}^{2} \text {, } \\
& J\left(E_{1}, E_{2}, 1\right)=K\left(E_{1}, E_{2}, 1\right)=L\left(E_{1}, E_{2}, 1\right)=Z\left(E_{1}, E_{2}, 1\right) \\
& =0, F\left(E_{1}, E_{2}, 1\right)=-t_{A}^{2} \text {, } \\
& A\left(E_{1}, E_{2}, 2\right)=-\left[t\left(E_{1}, 2\right)-t\left(E_{2}, 2\right)\right]^{2} t_{B}^{2} / t_{A}^{2}, B\left(E_{1}, E_{2}, 2\right) \\
& =4\left[t^{2}\left(E_{1}, 2\right)+t^{2}\left(E_{2}, 2\right)\right], \\
& C\left(E_{1}, E_{2}, 2\right)=-\left[t\left(E_{1}, 2\right)-t\left(E_{2}, 2\right)\right]^{2} t_{A}^{2} / t_{B}^{2} \text {, } \\
& D\left(E_{1}, E_{2}, 2\right)=2\left[t^{2}\left(E_{1}, 2\right)-t^{2}\left(E_{2}, 2\right)\right] t_{B} / t_{A}, \\
& F\left(E_{1}, E_{2}, 2\right)=-\left[t\left(E_{1}, 2\right)+t\left(E_{2}, 2\right)\right]^{2}, \\
& I\left(E_{1}, E_{2}, 2\right)=2\left[t^{2}\left(E_{2}, 2\right)-t^{2}\left(E_{1}, 2\right)\right] t_{A} / t_{B}, \\
& J\left(E_{1}, E_{2}, 2\right)=-t\left(E_{2}, 2\right) t_{B} / t_{A}, K\left(E_{1}, E_{2}, 2\right)=2 t\left(E_{2}, 2\right), \\
& L\left(E_{1}, E_{2}, 2\right)=-t\left(E_{2}, 2\right) t_{A} / t_{B}, Z\left(E_{1}, E_{2}, 2\right)=0, \\
& A_{c}\left(E_{1}, E_{2}, 1\right)=B_{c}\left(E_{1}, E_{2}, 1\right)=C_{c}\left(E_{1}, E_{2}, 1\right)=0, \\
& D_{c}\left(E_{1}, E_{2}, 1\right)=t_{A} \text {, } \\
& A_{c}\left(E_{1}, E_{2}, 2\right)=t_{B}^{2} / E_{1}, B_{c}\left(E_{1}, E_{2}, 2\right)=t_{A}^{2} / E_{2}, \\
& C_{c}\left(E_{1}, E_{2}, 2\right)=0, D_{c}\left(E_{1}, E_{2}, 2\right)=t_{A} t_{B} / E_{1}+t_{A} t_{B} / E_{2} .
\end{aligned}
$$

For the case of the density of states (DOS), the renormalization procedure is much simpler, since only a sum of diagonal elements of Green's functions is involved, instead of
products of them in the Kubo-Greenwood formula. In this case, we have

$$
\begin{align*}
\operatorname{DOS}(E)= & -\frac{1}{\pi} \operatorname{Im} \sum_{j} G_{j, j}\left(E^{+}\right) \\
= & -\frac{1}{\pi} \operatorname{Im}\left\{D_{1}\left(E^{+}, n\right) G_{L, L}\left(E^{+}\right)+D_{2}\left(E^{+}, n\right) G_{R, R}\left(E^{+}\right)\right. \\
& \left.+D_{3}\left(E^{+}, n\right) G_{L, R}\left(E^{+}\right)+D_{4}\left(E^{+}, n\right)\right\}, \tag{A1}
\end{align*}
$$

where

$$
\begin{aligned}
D_{1}\left(E^{+}, N\right)= & D_{1}\left(E^{+}, N-1\right)+\theta_{1}^{2}\left(E^{+}, n\right)\left[D_{1}\left(E^{+}, N-2\right)\right. \\
+ & \left.D_{2}\left(E^{+}, N-1\right)-1\right]+\theta_{1}\left(E^{+}, n\right) D_{3}\left(E^{+}, N-1\right), \\
D_{2}\left(E^{+}, N\right)= & D_{2}\left(E^{+}, N-2\right)+\theta_{2}^{2}\left(E^{+}, n\right)\left[D_{2}\left(E^{+}, N-1\right)\right. \\
+ & \left.D_{1}\left(E^{+}, N-2\right)-1\right]+\theta_{2}\left(E^{+}, n\right) D_{3}\left(E^{+}, N-2\right), \\
D_{3}\left(E^{+}, N\right)= & \theta_{2}\left(E^{+}, n\right) D_{3}\left(E^{+}, N-1\right) \\
+ & \theta_{1}\left(E^{+}, n\right) D_{3}\left(E^{+}, N-2\right)+2 \theta_{2}\left(E^{+}, n\right) \theta_{1}\left(E^{+}, n\right) \\
& \times\left[D_{1}\left(E^{+}, N-2\right)+D_{2}\left(E^{+}, N-1\right)-1\right], \\
D_{4}\left(E^{+}, N\right)= & D_{4}\left(E^{+}, N-1\right)+D_{4}\left(E^{+}, N-2\right)+\theta_{0}\left(E^{+}, n\right) \\
& \times\left[D_{1}\left(E^{+}, N-2\right)+D_{2}\left(E^{+}, N-1\right)-1\right],
\end{aligned}
$$

and the initial conditions are

$$
\begin{gathered}
D_{1}\left(E^{+}, 1\right)=D_{2}\left(E^{+}, 1\right)=1, D_{3}\left(E^{+}, 1\right)=D_{4}\left(E^{+}, 1\right)=0, \\
D_{1}\left(E^{+}, 2\right)=1+\frac{t_{B}^{2}}{\left(E^{+}\right)^{2}}, D_{2}\left(E^{+}, 2\right)=1+\frac{t_{A}^{2}}{\left(E^{+}\right)^{2}}, \\
D_{3}\left(E^{+}, 2\right)=\frac{2 t_{B} t_{A}}{\left(E^{+}\right)^{2}}, D_{4}\left(E^{+}, 2\right)=\frac{1}{E^{+}} .
\end{gathered}
$$

This renormalization method is very efficient, as discussed in Section II, and it is recommended to use quadruple precision for the numerical evaluations.

## APPENDIX B: CONVOLUTION FORMULA

For a given Hamiltonian $H$, the corresponding Green's function $(G)$ can be expressed as

$$
\begin{equation*}
G_{l k}(z)=\sum_{\alpha} \frac{\langle l \mid \alpha\rangle\langle\alpha \mid k\rangle}{z-E_{\alpha}}, \tag{B1}
\end{equation*}
$$

where $z=E+i \eta$ is a complex number, the eigenstates $(\mid \alpha>)$ are determined by $H|\alpha\rangle=E_{\alpha}|\alpha\rangle$, $|l\rangle$ and $|k\rangle$ are Wannier's functions of sites $l$ and $k$, respectively. Equation (B1) can be rewritten as

$$
\begin{equation*}
-\frac{1}{\pi} \operatorname{Im}\left[G_{l k}(z)\right]=\sum_{\alpha}\langle l \mid \alpha\rangle\langle\alpha \mid k\rangle \delta\left(E-E_{\alpha}\right), \tag{B2}
\end{equation*}
$$

since

$$
\lim _{\eta \rightarrow 0} \frac{1}{x \pm i \eta}=P\left(\frac{1}{x}\right) \mp i \pi \delta(x)
$$

If $H$ is separable, i.e., $H=H_{\|} \otimes I_{\perp}+I_{\|} \otimes H_{\perp}$, its eigenvalues and eigenfunctions can be respectively written as $E=E_{\alpha}$ $+E_{\beta}$ and $|\alpha, \beta\rangle=|\alpha\rangle|\beta\rangle$, where $H_{\|}|\alpha\rangle=E_{\alpha}|\alpha\rangle, H_{\perp}|\beta\rangle=E_{\beta}|\beta\rangle$, $I_{\perp}$ and $I_{\|}$respectively stand for the identities of the perpendicular and parallel subsystem with respect to the applied electric field. Thus, the Green's function is given by

$$
G_{(r, j)(k, l)}(z)=\sum_{\alpha, \beta} \frac{\langle r \mid \alpha\rangle\langle\alpha \mid k\rangle\langle j \mid \beta\rangle\langle\beta \mid l\rangle}{z-\left(E_{\alpha}+E_{\beta}\right)},
$$

where $r$ and $k$ are site coordinates in the parallel subspace, while $j$ and $l$ are site coordinates in the perpendicular subspace. Moreover, using Eq. (B2) we have

$$
G_{(r, j)(k, l)}(z+\hbar \omega)=\int_{-\infty}^{\infty} d y \sum_{\alpha, \beta} \frac{\langle r \mid \alpha\rangle\langle\alpha \mid k\rangle\langle j \mid \beta\rangle\langle\beta \mid l\rangle}{z+\hbar \omega-\left(E_{\alpha}+y\right)} \delta\left(y-E_{\beta}\right)
$$

$$
\begin{align*}
= & -\frac{1}{\pi} \lim _{\eta^{\prime} \rightarrow 0} \int_{-\infty}^{\infty} d y \sum_{\alpha} \frac{\langle r \mid \alpha\rangle\langle\alpha \mid k\rangle}{z+\hbar \omega-\left(E_{\alpha}+y\right)} \\
& \times \operatorname{Im}\left[G_{j l}^{\perp}\left(y+i \eta^{\prime}\right)\right] \\
= & -\frac{1}{\pi} \lim _{\eta^{\prime} \rightarrow 0} \int_{-\infty}^{\infty} d y G_{r k}^{\|}(z+\hbar \omega-y) \\
& \times \operatorname{Im}\left[G_{j l}^{\perp}\left(y+i \eta^{\prime}\right)\right] \tag{B3}
\end{align*}
$$

In the Kubo-Greenwood formula [Eq. (2)], the projection of the momentum operator $(p)$ is along of the applied electric field, i.e., $p_{(k, l)(f, s)}=p_{k f}^{\|} \delta_{l, s}$ is in the parallel subspace. Using Eq. (B3) and (B2) one obtains

$$
\begin{align*}
\operatorname{Tr}\left[p \operatorname{Im} G^{+}(z+\hbar \omega) p \operatorname{Im} G^{+}(z)\right]= & \sum_{r, j, k, l, f, s, v, w}\left\{p_{(v, w)(r, j)} \operatorname{Im}\left[G_{(r, j)(k, l)}(z+\hbar \omega)\right] p_{(k, l)(f, s)} \operatorname{Im}\left[G_{(f, s)(v, w)}(z)\right]\right\} \\
= & \sum_{r, j, k, l, f, v}\left\{p_{v r}^{\|} \operatorname{Im}\left[G_{(r, j)(k, l)}(z+\hbar \omega)\right] p_{k f}^{\|} \operatorname{Im}\left[G_{(f, l)(v, j)}(z)\right]\right\} \\
= & \frac{1}{\pi^{2}} \sum_{r, j, k, l, f, v} p_{v r}^{\|} \int_{-\infty}^{\infty} d x \operatorname{Im}\left[G_{r k}^{\|}(z+\hbar \omega-x)\right] \operatorname{Im}\left[G_{j l}^{\perp}\left(x+i \eta^{\prime}\right)\right] \\
& \times p_{k f}^{\|} \int_{-\infty}^{\infty} d y \operatorname{Im}\left[G_{f v}^{\|}(z-y)\right] \operatorname{Im}\left[G_{l j}^{\perp}\left(y+i \eta^{\prime \prime}\right)\right] \\
= & \sum_{r, j, k, l, f, v} \int_{-\infty}^{\infty} d x \int_{-\infty}^{\infty} d y p_{v r}^{\|} \operatorname{Im}\left[G_{r k}^{\|}(z+\hbar \omega-x)\right] p_{k f}^{\|} \operatorname{Im}\left[G_{f v}^{\|}(z-y)\right] \\
& \times\left[\sum_{\beta^{\prime}}\left\langle j \mid \beta^{\prime}\right\rangle\left\langle\beta^{\prime} \mid l\right\rangle \delta\left(x-E_{\beta^{\prime}}\right)\right]\left[\sum_{\beta}\langle l \mid \beta\rangle\langle\beta \mid j\rangle \delta\left(y-E_{\beta}\right)\right] \\
= & \sum_{r, k, f, v} \int_{-\infty}^{\infty} d y p_{v r}^{\|} \operatorname{Im}\left[G_{r k}^{\|}(z+\hbar \omega-y)\right] p_{k f}^{\|} \operatorname{Im}\left[G_{f v}^{\|}(z-y)\right] \times\left[\sum_{\beta} \delta\left(y-E_{\beta}\right)\right] . \tag{B4}
\end{align*}
$$

Therefore, considering $\operatorname{DOS}^{\perp}(y)=\Sigma_{\beta} \delta\left(y-E_{\beta}\right)$, we obtain the well known convolution relationship ${ }^{12}$

$$
\begin{equation*}
\sigma(E, \omega, T)=\frac{1}{\Omega_{\perp}} \int_{-\infty}^{\infty} d y \sigma^{\Perp}(E-y, \omega, T) \operatorname{DOS}^{\perp}(y) \tag{B5}
\end{equation*}
$$

where

$$
\sigma^{\|}(E, \omega, T)=\lim _{\eta \rightarrow 0^{+}} \frac{2 e^{2} \hbar}{\pi \Omega_{\|} m^{2}} \int_{-\infty}^{\infty} d E \frac{f(E)-f(E+\hbar \omega)}{\hbar \omega} \times \sum_{r, k, f, v} p_{v r}^{\|} \operatorname{Im}\left[G_{r k}^{\|}(z+\hbar \omega)\right] p_{k f}^{\|} \operatorname{Im}\left[G_{f v}^{\|}(z)\right] .
$$

Finally, Eq. (B4) can also be written as

$$
\begin{equation*}
\sigma(E, \omega, T)=\frac{1}{\Omega_{\perp}} \sum_{\beta} \sigma^{\|}\left(E-E_{\beta}, \omega, T\right) . \tag{B6}
\end{equation*}
$$

This last formulation could particularly be useful for systems with a small cross section perpendicular to the applied electric field, such as quantum wires and nanotubes.

## APPENDIX C: KUBO CONDUCTIVITY OF PERIODIC CHAINS

In this appendix we present an analytical solution of the Kubo-Greenwood formula for a periodic chain of $N$ atoms, with lattice constant $a$, null self-energies and hopping integrals $t$, saturated by two semi-infinite periodic chains with the same parameters. The linear momentum operator for this case is given by

$$
p=\frac{i m a t}{\hbar} \sum_{j}\{|j\rangle\langle j+1|-|j\rangle\langle j-1|\}
$$

and then the trace in the Kubo-Greenwood formula [Eq. (2)] can be written as

$$
\begin{align*}
& \operatorname{Tr}\left[p \operatorname{Im} G^{+}(E+\hbar \omega) p \operatorname{Im} G^{+}(E)\right] \\
&=-\left(\frac{m a t}{\hbar}\right)^{2^{N(n)-1}} \sum_{j, k=1}\left[\operatorname{Im} G_{j+1, k}\left(E_{\omega}^{+}\right) \operatorname{Im} G_{k+1, j}\left(E^{+}\right)\right. \\
&+\operatorname{Im} G_{j+1, k}\left(E^{+}\right) \operatorname{Im} G_{k+1, j}\left(E_{\omega}^{+}\right) \\
&-\operatorname{Im} G_{j+1, k+1}\left(E_{\omega}^{+}\right) \operatorname{Im} G_{k, j}\left(E^{+}\right) \\
&\left.-\operatorname{Im} G_{j, k}\left(E_{\omega}^{+}\right) \operatorname{Im} G_{k+1, j+1}\left(E^{+}\right)\right] \tag{C1}
\end{align*}
$$

being $E^{+}=E+i \eta, E_{\omega}=E+\hbar \omega$, and then $E_{\omega}^{+}=E+\hbar \omega+i \eta$ with $\eta \rightarrow 0^{+}$. For a periodic chain, the Green's function is given by ${ }^{23}$

$$
G_{j, k}\left(E_{l}^{+}\right)=\frac{\left[\left(E_{l}^{+}-\sqrt{\left(E_{l}^{+}\right)^{2}-(2 t)^{2}}\right) /(2|t|)\right]^{|j-k|}}{\sqrt{\left(E_{l}^{+}\right)^{2}-(2 t)^{2}}}
$$

where $E_{l}^{+}=E_{l}+i \eta, E_{l}=E$ or $E_{\omega}$, and the imaginary part of $\sqrt{\left(E_{l}^{+}\right)^{2}-(2 t)^{2}}$ should have the same sign as $\operatorname{Im}\left\{E_{l}^{+}\right\}=\eta$. Now, let us define

$$
\begin{gathered}
\cos \phi_{l}=\frac{E_{l}^{2}-\eta^{2}-(2 t)^{2}}{A_{l}}, \sin \phi_{l}=\frac{2\left|E_{l}\right| \eta}{A_{l}}, \\
\cos \theta_{l}=\frac{\left|E_{l}\right|-\sqrt{A_{l}} \cos \left(\phi_{l} / 2\right)}{2|t| B_{l}}, \text { and } \sin \theta_{l}=\frac{\eta-\sqrt{A_{l}} \sin \left(\phi_{l} / 2\right)}{2|t| B_{l}},
\end{gathered}
$$

where

$$
A_{l}=\sqrt{\left(E_{l}^{2}-\eta^{2}-4 t^{2}\right)^{2}+4 \eta^{2} E_{l}^{2}}
$$

and

$$
B_{l}=\sqrt{\left[\frac{\left|E_{l}\right|-\sqrt{A_{l}} \cos \left(\phi_{l} / 2\right)}{2 t}\right]^{2}+\left[\frac{\eta-\sqrt{A_{l}} \sin \left(\phi_{l} / 2\right)}{2 t}\right]^{2}} .
$$

Hence

$$
\begin{equation*}
G_{j, k}\left(E_{l}^{+}\right)=\frac{B_{l}^{|j-k|}}{\sqrt{A_{l}}} \exp \left[i\left(|j-k| \theta_{l}-\phi_{l} / 2\right)\right] \tag{C2}
\end{equation*}
$$

Substituting Eq. (C2) in Eq. (C1) and taking advantage of the dumb indexes, we obtain

$$
\begin{aligned}
\operatorname{Tr}\left[p \operatorname{Im} G^{+}(E+\hbar \omega) p \operatorname{Im} G^{+}(E)\right]= & -\left(\frac{m a t}{\hbar}\right)^{2} \frac{2}{\sqrt{A_{\omega} A}} \sum_{j, k=1}^{N(n)-1}\left\{B_{\omega}^{|j+1-k|} B^{|k+1-j|} \sin \left(|j+1-k| \theta_{\omega}-\phi_{\omega} / 2\right) \sin (|k+1-j| \theta-\phi / 2)\right. \\
& \left.-B_{\omega}^{|j-k|} B^{|k-j|} \sin \left(|j-k| \theta_{\omega}-\phi_{\omega} / 2\right) \sin (|k-j| \theta-\phi / 2)\right\} \\
= & -\left(\frac{m a t}{\hbar}\right)^{2} \frac{2}{\sqrt{A_{\omega} A}}\left\{(N-1)\left[B_{\omega} B \sin \left(\theta_{\omega}-\phi_{\omega} / 2\right) \sin (\theta-\phi / 2)-\sin \left(\phi_{\omega} / 2\right) \sin (\phi / 2)\right]\right. \\
& -2 \sum_{m=1}^{N(n)-2}\left(B_{\omega} B\right)^{m}(N-1-m) \sin \left[m \theta_{\omega}-\phi_{\omega} / 2\right] \sin [m \theta-\phi / 2] \\
& +\sum_{m=1}^{N(n)-2} B_{\omega}^{m+1} B^{m-1}(N-1-m) \sin \left[(m+1) \theta_{\omega}-\phi_{\omega} / 2\right] \sin [(m-1) \theta-\phi / 2]
\end{aligned}
$$

$$
\begin{equation*}
\left.+\sum_{m=1}^{N(n)-2} B_{\omega}^{m-1} B^{m+1}(N-1-m) \sin \left[(m-1) \theta_{\omega}-\phi_{\omega} / 2\right] \sin [(m+1) \theta-\phi / 2]\right\} \tag{C3}
\end{equation*}
$$

Using the following relations:

$$
\begin{gathered}
\sin (x)=\frac{e^{i x}-e^{-i x}}{2 i}, \\
\sum_{j=1}^{N(n)-2}(N-1-j) \cos \left(j \alpha_{l}-\gamma_{l}\right)=\operatorname{Re}\left\{\sum_{j=1}^{N(n)-2}(N-1-j) \exp \left[i\left(j \alpha_{l}-\gamma_{l}\right)\right]\right\}, \\
\sum_{j=1}^{N(n)-2}(N-1) \exp \left[i\left(j \alpha_{l}-\gamma_{l}\right)\right]=(N-1) \exp \left(-i \gamma_{l}\right)\left[\frac{1-\exp \left[i(N-1) \alpha_{l}\right]}{1-\exp \left(i \alpha_{l}\right)}-1\right],
\end{gathered}
$$

and

$$
\sum_{j=1}^{N(n)-2} j \exp \left[i\left(j \alpha_{l}-\gamma_{l}\right)\right]=\exp \left(-i \gamma_{l}\right) \frac{-(N-1) \exp \left[i(N-1) \alpha_{l}\right]+(N-2) \exp \left(i N \alpha_{l}\right)+\exp \left(i \alpha_{l}\right)}{\left[1-\exp \left(i \alpha_{l}\right)\right]^{2}}
$$

Then, Eq. (C3) is reduced to

$$
\begin{align*}
\operatorname{Tr}\left[p \operatorname{Im} G^{+}(E+\hbar \omega) p \operatorname{Im} G^{+}(E)\right]= & -\frac{2(m a t)^{2}}{\hbar^{2} \sqrt{A_{\omega} A}}\left\{(N-1)\left[B_{\omega} B \sin \left(\theta_{\omega}-\phi_{\omega} / 2\right) \sin (\theta-\phi / 2)-\sin \left(\phi_{\omega} / 2\right) \sin (\phi / 2)\right]\right. \\
& +\operatorname{Re}\left\{\frac{\exp \left[i\left(\alpha_{1}-\gamma_{1}\right)\right]\left[B_{\omega} B-\left(B_{\omega}^{2} / 2\right) \exp \left(i \alpha_{2}\right)-\left(B^{2} / 2\right) \exp \left(-i \alpha_{2}\right)\right]}{\left[1-B_{\omega} B \exp \left(i \alpha_{1}\right)\right]^{2}}\right. \\
& \left.\times\left[(N-2)-(N-1) B_{\omega} B \exp \left(i \alpha_{1}\right)+\left(B_{\omega} B\right)^{N-1} \exp \left[i(N-1) \alpha_{1}\right]\right]\right\} \\
& -\operatorname{Re}\left\{\frac{\exp \left[i\left(\alpha_{2}-\gamma_{2}\right)\right]\left[B_{\omega} B-\left(B_{\omega}^{2} / 2\right) \exp \left(i \alpha_{1}\right)-\left(B^{2} / 2\right) \exp \left(-i \alpha_{1}\right)\right]}{\left[1-B_{\omega} B \exp \left(i \alpha_{2}\right)\right]^{2}}\right. \\
& \left.\left.\times\left[(N-2)-(N-1) B_{\omega} B \exp \left(i \alpha_{2}\right)+\left(B_{\omega} B\right)^{N-1} \exp \left[i(N-1) \alpha_{2}\right]\right]\right\}\right\} \tag{C4}
\end{align*}
$$

where $\alpha_{1}=\theta_{\omega}+\theta, \alpha_{2}=\theta_{\omega}-\theta, \gamma_{1}=\left(\phi_{\omega}+\phi\right) / 2$, and $\gamma_{2}=\left(\phi_{\omega}-\phi\right) / 2$.
In the limit of $\eta \rightarrow 0^{+}$, we have $B=B_{\omega}=\sin (\phi / 2)=\sin \left(\phi_{\omega} / 2\right)=1$ and $\cos (\phi / 2)=\cos \left(\phi_{\omega} / 2\right)=0$. Defining $V(N)=1$ $-\cos (N \theta) \cos \left(N \theta_{\omega}\right)$ and $S(N)=\sin (N \theta) \sin \left(N \theta_{\omega}\right)$, and using Eq. (C4), Eq. (2) can written as

$$
\sigma(\mu, \omega, T)=\frac{8 e^{2} t^{2} a}{\pi(N-1) \hbar^{3} \omega^{2}} \int_{-\infty}^{\infty} d E \frac{f(E)-f(E+\hbar \omega)}{\hbar \omega}\left\{\frac{1}{2} V(N-1)\left(\frac{V^{2}(1)}{S(1)}+S(1)\right)-S(N-1) V(1)\right\},
$$

as obtained in Ref. 13. Furthermore, when $T \rightarrow 0$, we have $f(E)-f(E+\hbar \omega)=\theta(E-\mu)-\theta(E+\hbar \omega-\mu)$, hence

$$
\begin{align*}
\sigma(\mu, \omega, 0) & =\frac{8 e^{2} t^{2} a}{\pi(N-1) \hbar^{4} \omega^{3}} \int_{\mu-\hbar \omega}^{\mu} d E\left\{\frac{1}{2} V(N-1)\left(\frac{V^{2}(1)}{S(1)}+S(1)\right)-S(N-1) V(1)\right\} \\
& =\frac{8 e^{2} t^{2} a}{\pi(N-1) \hbar^{3} \omega^{2}}\left[1-\left(\frac{\mu}{2 t}\right)^{2}\right]\left\{1-\cos \left[(N-1) \frac{\hbar \omega /(2 t)}{\sqrt{1-[\mu /(2 t)]^{2}}}\right]\right\} . \tag{C5}
\end{align*}
$$

On the other hand, using Eq. (C4) and in the limits of $\omega \rightarrow 0$ and $T \rightarrow 0$, Eq. (2) for finite $\eta$ can be written as

$$
\begin{align*}
\sigma(\mu, 0,0)= & -\frac{4 e^{2} a^{2} t^{2}}{\pi \Omega \hbar A}\left\{(N-1)\left[B^{2} \sin ^{2}(\theta-\phi / 2)-\sin ^{2}(\phi / 2)\right]-2 \sin ^{2}(\theta)\left[\frac{\left.\left(B^{2}\right)^{N}-(N-1)\left(B^{2}\right)^{2}+(N-2) B^{2}\right]}{\left(1-B^{2}\right)^{2}}\right]\right\} \\
= & -\frac{4 e^{2} a^{2} t^{2}}{\pi \Omega \hbar A}\left\{\frac{(N-1)\left[A\left(\eta^{2}+\mu^{2}-4 t^{2}\right)-8 t^{2}\left(2 t^{2}+\eta^{2}-\mu^{2}\right)-\left(\eta^{2}+\mu^{2}\right)^{2}\right]}{8 t^{2} A}\right. \\
& \left.-\frac{\left[\eta-\sqrt{\left(A-\mu^{2}+\eta^{2}+4 t^{2}\right) / 2}\right]^{2}\left[\left(B^{2}\right)^{N-1}-(N-1)\left(B^{2}\right)+(N-2)\right]}{2 t^{2}\left(1-B^{2}\right)^{2}}\right\}, \tag{C6}
\end{align*}
$$

and in the limit $\mu \rightarrow 0$,

$$
\begin{equation*}
\sigma(0,0,0)=\frac{e^{2} a}{\pi \hbar\left[1+(\eta / 2 t)^{2}\right]}\left\{\sqrt{1+\left(\frac{2 t}{\eta}\right)^{2}}+\frac{2 t^{2}}{\eta^{2}(N-1)}\left[\left(\frac{\eta-\sqrt{\eta^{2}+4 t^{2}}}{2 t}\right)^{2 N-2}-1\right]\right\} . \tag{C7}
\end{equation*}
$$

This formula reveals the existence of a critical value of $\eta\left(\eta_{c}\right)$, where $\eta_{c} \sim|t| / N$. For $\eta<\eta_{c}, \sigma$ is essentially a constant and it decays following a power law for $\eta>\eta_{c}$.
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