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ABSTRACT: Inclusion complexes of cyclobis(paraquat-p-phenylene) and various
aromatic molecules in their neutral and oxidized form were studied at the LMP2/6-
311�G**//BHandHLYP/6-31G* level of theory, which represents the highest level
theoretical study to date for these complexes. The results show that it is dispersion
interaction that contributes most to the binding energy. One electron oxidation of a
guest molecule leads to complete dissociation of inclusion complex generating strong
repulsion potential between guest and host molecules. Electrostatic interactions also can
play an important role, provided the guest molecule has a dipole moment; however,
dispersion interactions always dominate in binding energy. © 2004 Wiley Periodicals,
Inc. Int J Quantum Chem 102: 200–208, 2005
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Introduction

A rtificial molecular machines appear as one of
the emerging fields of chemistry in the past

decade [1]. Several such systems have been designed

recently, many of them being based on electroactive
compounds whose shape will be modified at will by
a redox process. One representative example of “mo-
lecular machines,” depicted in Figure 1, is based on
organic acceptor–donor interactions in a rotoxane. A
rotaxane [2] is a molecular system consisting of a ring
threaded by a string with two blocking groups at-
tached. Such compounds were made long ago [2, 3],
but they have been mostly considered chemical curi-
osities. Recently, rotaxanes underwent a real revival
because of their electro- and photochemical properties
[4–6] and their ability to undergo controlled molecu-
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lar motions [7–9]. The molecular machine depicted in
Figure 1 represents a molecular “shuttle,” where molec-
ular movement is induced by one electron oxidation-
reduction of the donor part of rotoxane (benzidine frag-
ment). The controlled molecular movement in this
system is dependent to a great extent on the differences
in complexation energies between the neutral and oxi-
dized form of a donor fragment. The larger the differ-
ence the better control of the molecular movement can
be achieved by switching between two states. Therefore,
the understanding and quantification of interactions be-
tween moving parts of a molecular machine is essential
for their rational design.

A few theoretical studies have been published of
host–guest complexes at the molecular mechanics [10,
11] or semiempirical levels [12–14]. In a limited num-
ber of studies paraquat-containing complexes were
treated at the Hartree-Fock or DFT (Density Func-
tional Theory) levels [12–18]. However, in many cases
these methods are not adequate to correctly describe
intermolecular interactions. Even Hartree-Fock and
many of the DFT methods, including the popular
hybrid B3LYP functional, produce qualitatively
wrong results due to a missed correlation energy term

when treating weakly bounded complexes [19]. One
recent and the most high-level study of paraquat–
organic donor complexes uses B3LYP functional for
geometry optimization and the MP2 method for en-
ergy evaluation. The most intriguing guess of this
study is that the stability of these complexes is pri-
marily due to dispersion interactions [20]. Since the
B3LYP functional is not adequate to describe disper-
sive interactions [19], it is necessary to consider a
more adequate method for geometry optimization of
paraquat-containing complexes.

This article represents the first attempt to estimate
quantitatively interactions which are responsible for
the functioning of the molecular “shuttle” shown in
Figure 1 using more adequate methods for both ge-
ometry optimization and energy evaluation and to
create a theoretical basis for directional design of mo-
lecular “shuttles” based on redox reactions.

Computational Details

Figure 2 shows the model system used for this
study. A large number of atoms to be treated at the

FIGURE 1. An example of molecular “shuttle” based on cyclobis(paraquat-p-phenylene) synthesized in [7].
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post-Hartree-Fock theoretical level forces one to
adopt a model of reasonable size, yet maintaining
all important features of the original system. Since
two factors are of mayor importance for host–guest
chemistry, the electronic and steric complexes with
o-, p-, and m-disubstituted benzenes bearing me-
thoxy, methylamino, and methylsulphide groups
were studied. To obtain quantitative information
about interactions in the model system a method
taking into account electron correlation should be
used. A popular MP2 method widely used for the
study of intermolecular interactions [21–24] is pro-
hibitive for geometry optimization due to the size
of the problem. DFT methods are much less com-
putationally demanding, although it has been
shown that they often fail in the case where disper-
sion stabilization represents the main contribution
to the binding energy [19]. It has been shown, how-
ever, that a half-and-half functional is successful in
the prediction of energetic and geometry for halo-
gen–ethylene van der Waals complexes giving re-
sults very close to that of the MP2 method [25] and
a DFT method using empirical dispersion energy
was successfully used to describe intermolecular

complexes [26]. Therefore, a complex approach to
the modeling of host–guest complexes was applied:
DFT geometry optimization and MP2 single point
energy evaluation. Figure 3 shows the optimized
geometry of a model complex between 1,4-dime-
thoxybenzene and N-methyl pyridinium cation op-
timized at MP2/6-31G* and BHandHLYP/6-31G*
method. This model system has the same type of
groups as paraquat inclusion complexes and repre-
sents a reasonable model to test the performance of
different methods. As seen, these geometries are
very similar. On the other hand, the tested B3LYP/
6-31G* and B3PW91/6-31G* models produced ge-
ometries for 1,4-dimethoxybenzene – N-methyl
pyridinium cation complexes which are qualita-
tively different from that obtained with the MP2
method. All geometry optimizations were carried
out at the BHandHLYP/6-31G* level in gas phase
without any geometry restrictions.

To estimate binding energies of the studied com-
plexes the local implementation of the MP2 method
(LMP2) was used as implemented in the jaguar 5.0
suite of programs [27] in combination with a large
6-311�G** basis set. The local MP2 approach was
shown to have some advantages compared to the
canonical MP2 method in studying intermolecular
complexes [28]; moreover, the LMP2 method gives
reliable results in describing hydrogen bonds at
substantially lower computational cost than canon-
ical MP2 [29, 30]. A detailed description of the
LMP2 approach is given in Ref. 30. All DFT and
MP2 geometry optimizations were carried out us-
ing jaguar 5.0 and Gaussian 03 [31] suites of pro-
grams, respectively. Unrestricted formalism was
used to treat open shell systems at the DFT level,
while for LMP2 calculations, the restricted open
shell method was applied. All binding energies
were corrected for basis set superposition error ac-
cording to Ref. 32. The orientation of guest mole-
cules in complexes was selected based on available
X-ray data [33].

Results and Discussion

Table I and Figure 4 show selected measure-
ments and general views of optimized geometries
of cycle 1 and corresponding complexes. Appar-
ently, the geometry of inclusion complexes is not
affected seriously by the optimization method.
Thus, complex p-1-O has been studied previously
with the B3LYP/6-31G** method [20]. The complex
geometry was qualitatively similar to that obtained

FIGURE 2. Model systems used for calculations.
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in this study using BHandHLYP functional. When
comparing B3LYP/6-31G** [20] with BHandH-
LYP/6-31G* structures of p-1-O, R1 is 0.27 and R2 is
0.1 Å longer. The qualitative agreement between
these methods is due to the fact that guest molecule
movements are very much restricted inside the cav-
ity and the complex geometry is primarily defined
by steric factors. On the other hand, when binding
energies are compared there is a striking difference
between the methods. Thus, the B3LYP/6-31G**
model predicts the binding energy for complex
p-1-O to be of –4.9 kcal/mol [20], while the
BHandHLYP/6-31G* model gives –17.2 kcal/mol.
On the other hand, the MP2/6-31G**//B3LYP/6-
31G** model [20] predicts the binding energy for
this complex to be of –24.2 kcal/mol, which is very
different from the B3LYP/6-31G** model and
agrees much better with the prediction of the

BHandHLYP/6-31G* method. The highest level to
date binding energy evaluation carried out for this
complex (LMP2/6-311�G** level) using BHandH-
LYP/6-31G* geometry predicts the p-1-O complex
to have a binding energy of –21.3 kcal/mol (Table
II), which is in reasonable agreement with MP2/6-
31G** and BHandHLYP/6-31G* energies and very
different from the B3LYP/6-31G** model. Thus, ex-
treme care should be taken when using B3LYP
functional for the study of a system when disper-
sion interaction is important.

When analyzing the connection between the ge-
ometries of cycle 1 in complexes and the shape of
the guest molecule (Table I), one can observe that
the R2 distance in complexes vary by 0.26 Å and R1

changes by 0.54 Å, which is definitely related to the
much stronger face-to-face interactions compared
to face-to-edge ones [20]. Within each group of
guest molecules the smallest R1 is for derivatives of
phenylenediamines, while the largest is for deriva-
tives of dithiolbenzenes. As seen from Tables I and
II, there is clear correlation between R1 and binding

FIGURE 3. Geometries of intermolecular complex be-
tween ion de N-methylpyridinium and 1,4-dimethoxy-
benzene optimized at different levels of theory.

TABLE I ______________________________________
Selected geometrical parameters of minimized
host–guest complexes and a free cycle.

Complex
Dihedral
ABCD (°) R1(A) R2(A)

o-1-O 39.3 7.75 9.82
m-1-O 22.5 7.57 9.91
p-1-O 36.4 7.53 9.92
o-1-NH 36.1 7.60 9.85
m-1-NH 31.9 7.37 10.0
p-1-NH 31.6 7.49 9.92
o-1-S 35.9 7.80 9.81
m-1-S 31.9 7.82 9.74
p-1-S 38.0 7.68 9.91
p-1-NH� 27.9 7.91 9.73
1 36.2 7.61 9.88
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energy (at LMP2 and BHandHLYP levels) for O-
and N-substituted guests. The smaller the distance,
the higher is the binding energy. In the case of

S-substituted guests, R1 is larger due to bulky sub-
stituents. When comparing o-, m-, and p-disubsti-
tuted guests it is seen that o-substituted guest mol-

FIGURE 4. BHandHLYP/6-31G* optimized geometries of cyclobis(paraquat-p-phenylene) inclusion complexes.
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ecules do not form truly inclusion complexes due to
an inappropriate shape. This is reflected in gener-
ally larger R1 compared to other isomers. The
smaller R1 for p and m-isomers is due to a more
favorable shape.

The driving force making the molecular “shut-
tle” shown in Figure 1 work is the oxidation of a
donor molecule, causing dissociation of the molec-
ular complex. The geometry optimization of ion-

ized complexes starting from the geometry of initial
inclusion complexes causes dissociation of all inclu-
sion complexes but p-1-NH� (Fig. 2). This oxidized
species is has extremely positive binding energy
(Table II) and the largest R1 distance of 7.91 Å,
reflecting strong electrostatic repulsion between
positive guest and host molecules. Thus, the oxida-
tion of the p-1-NH molecule increases R1 from 7.49
to 7.91 Å, while R2 decreases from 9.92 to 9.73 Å. It

TABLE II ______________________________________________________________________________________________
Total energies of host cycle (E3), donor guest molecules (E2) (a.u.), BSSE-corrected binding energies of
host–guest complexes (E4) and cycle 1 deformation energies (E5) (kcal/mol) at different levels of theory.

complex E1 E2 E3 E4 E5
a

BHandHLYP/6-31G*

o-1-O �2048.86230 �457.72604 �1592.093438 �22.1 0.4
m-1-O �2048.86153 �456.73758 �13.1 1.0
p-1-O �2048.86419 �456.73036 �17.2 0.8
o-1-NH �2009.27494 �417.14576 �19.8 1.8
m-1-NH �2009.282036 �417.14716 �19.6 0.7
p-1-NH �2009.27684 �417.14199 �19.6 0.7
o-1-S �2693.32692 �1101.20242 �15.9 0.6
m-1-S �2693.341177 �1101.20362 �23.1 0.6
p-1-S �2693.34096 �1101.20292 �22.7 0.6
p-1-NH� �2008.72724 �416.94777 200.7 1.1

LMP2/6-311�G**//BHandHLYP/6-31G*

o-1-O �2064.238988 �460.041742 �1604.159036 �21.0(�12.2)b 0.0
m-1-O �2064.236958 �460.052055 �16.1(�22.1) 1.7
p-1-O �2064.244532 �460.047542 �21.3(�21.6) 1.4
o-1-NH �2024.556233 �420.365993 �22.3(�25.1) 1.9
m-1-NH �2024.559164 �420.362977 �22.5(�24.6) 2.4
p-1-NH �2024.562521 �420.333766 �23.9(�23.7) 1.5
o-1-S �2709.441117 �1105.253035 �18.2(20.4) 0.5
m-1-S �2709.454238 �1105.255737 �22.7(�20.8) 0.6
p-1-S �2709.459299 �1105.255538 �25.3(�23.7) 0.3
p-1-NH� �2023.985451 �420.123041 186.0(�27.9) 0.0

HF/6-311�G**//BHandHLYP/6-31G*

o-1-O �2057.367947 �458.566219 �1598.781861 �8.8 0.7
m-1-O �2057.353992 �458.579248 6.0 1.4
p-1-O �2057.359390 �458.573671 0.3 1.0
o-1-NH �2017.689487 �418.915284 2.8 1.7
m-1-NH �2017.698876 �418.918998 2.1 2.0
p-1-NH �2017.697099 �418.867933 �0.2 1.1
o-1-S �2702.675884 �1103.897733 2.2 0.5
m-1-S �2702.688848 �1103.899841 �1.9 0.7
p-1-S �2702.689046 �1103.901470 �1.6 0.3
p-1-NH� �2017.152692 �418.710031 213.9 1.4

a Defined as the difference between the total energy of cycle 1 in complex and that of free cycle 1.
b Correlation stabilization energy, defined as E4(LMP2)-E4(HF).
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is noteworthy that the overall structure of the com-
plex is not changed upon oxidation (Fig. 4).

It is interesting to analyze the deformation en-
ergy of a cycle in a complex which corresponds to
the energy difference between a cycle with confor-
mation in a complex and a free cycle. As can be
noted from Table II, this energy is within 2 kcal/
mol in almost all cases, which is within the preci-
sion provided by applied computational methods
and, therefore, can be discarded. This is not the case
for dispersion interactions. When analyzing the
binding energies of inclusion complexes at the HF
and MP2 level, one can estimate the contribution of
correlation energy to the complex stabilization by
the difference of binding energy at different levels
of theory. As seen (Table II), the stabilization en-
ergy of inclusion complexes is almost completely
due to correlation stabilization, while the stabiliza-
tion at HF the level (electrostatic, polarization, re-
pulsive exchange, and charge transfer) represents
only a small portion of total stabilization energy. In
the case of p-1-NH� oxidized complex the interac-
tion between host and guest consists of strong elec-
trostatic repulsion; however, as seen from the Table
II, dispersion stabilization reduces the repulsive in-
teraction at the HF level by 28 kcal/mol.

Since LMP2 does not generate BSSE at the MP2
level [34] and HF energy is saturated relatively fast
with a basis set size LMP2/6-311�G** CP-corrected
binding energies must be very close to genuine
binding energies. Thus, it has been shown [35]
that for various aromatic dimers LMP2/aug-cc-
pVTZ(-f) binding energies do not need CP correc-
tion. When comparing LMP2 and BHandHLYP sta-
bilization energies of inclusion complexes, one can
observe that there is very good correlation between
the two methods, showing that BHandHLYP func-
tional correctly describes interaction in the inclu-
sion complexes of 1.

Available experimental data on the formation of
inclusion complexes by molecule 1 show that nitro-
gen-substituted aromatic molecules bind to 1 with
greater affinity than oxygen-substituted systems
and 4,4�-substituted biphenyl molecules bind to 1
better than 1,4-substituted phenyl derivatives [16].
The greater affinity of biphenyl compared to ben-
zene derivatives supports the conclusion about the
importance of dispersion energy for complex stabi-
lization. Both LMP2 and BHandHLYP results pre-
dict nitrogen-substituted aromatic molecules bind
to 1 with greater affinity compared to oxygen ones,
except for o-1-NH and o-1-O.

To gain deeper insight into the nature of inter-
actions between donor molecules and host 1, vari-
ous physical properties of the donor molecules
were calculated (Table III). As seen, there is no
correlation between ionization potential (IP) and
binding energies of complexes discarding signifi-
cant electron transfer from donor molecules. Natu-
ral charges calculated at the MP2/6-31G* level for
donor part of complexes listed in Table III show
that electron transfer is minimal and there is no
correlation between IP of donor and their natural
charge. On the other hand, molecular polarizabili-
ties calculated for donor molecules correlate with
binding energies of complexes. Thus, according to
Table III molecular polarizabilities increase in the
order: oxygen, nitrogen, sulfur derivatives, which is
in line with an increase of binding energies in the
same direction. The only exception for this trend is
observed for o-isomers.

When comparing correlation stabilization ener-
gies of complexes with molecular polarizabilities of
donor molecules, one can observe that the most
negative correlation stabilization is for nitrogen-
containing guests and not for sulfur-containing
ones having larger polarizabilities. This phenome-
non is due to the larger size of S-containing donors
and a larger donor–acceptor distance, as follows
from Table I. The dispersion contribution in bind-
ing energy can be written as a sum of three terms
[36]:

TABLE III _____________________________________
Dipole moment (D), ionization potential (IP) (eV) and
average polarizabilities (a.u.) of guest molecules
calculated at BHandHLYP/6-31G* level.

Guest
molecule

Dipole
moment

IPa

(eV)
Average

polarizabilityb
NPA

Chargec

o-(MeO)2Ph 2.3 6.61 85.4 0.026
m-(MeO)2Ph 1.3 6.88 85.6 0.006
p-(MeO)2Ph 1.8 6.43 85.3 0.008
o-(MeNH)2Ph 1.2 5.92 93.6 0.019
m-(MeNH)2Ph 1.3 5.72 95.2 0.022
p-(MeNH)2Ph 2.1 5.29 98.0 0.017
o-(MeS)2Ph 2.9 6.71 113.6 0.019
m-(MeS)2Ph 1.5 6.83 115.3 0.0026
p-(MeS)2Ph 2.2 6.47 116.5 0.017

a Adiabatic ionization potential calculated as E�-E, where E�

is the energy of cation-radical at equilibrium geometry and E
is that of neutral molecule.
b Defined as 1/3 (�xx � �yy � �zz).
c Natural charge of donor molecule in complex calculated at
MP2/6-31G* level.
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�Edisp � � �C6/r6 � C8/r8 � C10/r10� (1)

where dipole–dipole (r�6), dipole quadrupole (r�8),
and quadrupole–quadrulole (r�10) terms are taken
into account and Cn are dispersion coefficients. As
can be seen from Eq. (1), �Edisp decreases strongly
with intermolecular distance, and at the distances
where the overlap of valence shells can be ne-
glected the correlation energy has a physical mean-
ing of dispersion energy [36]. Therefore, there is a
decrease of dispersion and as a consequence corre-
lation stabilization of complexes of S-containing
complexes can be related to bulky sulfur atoms.
This explanation is supported by the relatively low
correlation stabilization for o-isomers bearing oxy-
gen and sulfur side groups. The correlation stabili-
zation in LMP2 formalism can be represented as a
sum of inter- and intramolecular correlation contri-
butions [37]. The dispersion energy is a part of
intermolecular correlation and represents an attrac-
tive part of intermolecular stabilization energy,
while the numerical results on NH3-H2O complexes
[37] show that intramolecular correlation energy is
repulsive and the relative importance of the in-
tramolecular correlation term decreases with inter-
molecular distance. Thus, the increase in stability of
paraquat complexes at the LMP2 level compared to
HF is related to dispersion stabilization.

Complexes o-1-O and o-1-S are rather loose due
to an unfavorable molecular shape. On the other
hand, o-1-NH forms a tight complex similar to
those formed by m and p isomers. The difference
between them can be understood by inspecting the
geometry of the o-1-NH complex, where NH-�
bonding exists which follows from a slightly larger
NH bond (1.02 Å) compared to 1.01 Å in p-1-NH
and relatively short (2.51 Å) H-aromatic plane dis-
tance.

Experimental observation that electron-with-
drawing groups reduce binding [16] can be ratio-
nalized in terms of polarizability instead of electro-
static interaction due to partial electron transfer.
Electron-donating side groups as a rule increase
polarizability of a molecule, while electron-with-
drawing groups decrease it. On the other hand,
Table III shows that although m- and p-N,N’-di-
methyl phenylenediamines are stronger donors
than corresponding S-containing guests, the bind-
ing energies at the LMP2 level are higher for the
latter, which is in line with polarizabilities of these
molecules.

In the case of perceptible dipole moment of guest
molecules, electrostatic interactions can also make a

remarkable contribution in total binding energy.
When analyzing HF binding energies of supramo-
lecular complexes, one can see a rather negative
value of –8.8 kcal/mol (Table II) for o-1-O, which
can be attributed to a relatively large dipole mo-
ment (2.3 D) of guest molecule. In a recent article
[38], it was shown that C-H…O interaction in meth-
ylpyridinium–dimithyl ether complex are electro-
static by nature, which could be responsible for this
result. Another indirect confirmation of relative im-
portance of electrostatic interactions is experimen-
tal data [16] showing that the binding constant for
p-aminophenol is larger than for p-phenylenedi-
amine. It is difficult, however, to observe a direct
correlation between HF binding energies of com-
plexes and dipole moments of guest molecules due
to the complex nature of HF binding energy. Apart
from electrostatic interactions, HF energy includes
exchange repulsion, polarization, charge transfer,
and other terms.

Conclusions

Calculations show unambiguously that the ori-
gin of stability of cyclobis(paraquat-p-phenylene)
inclusion complexes with donor molecules is a dis-
persion interaction which can contribute up to
100% to the binding. This finding is in agreement
with all available experimental data. The binding
energies calculated here are based on the highest
level calculation performed to date for these types
of systems and they are believed to be very close to
genuine binding energies. Since dispersion interac-
tions are very distance-sensitive, the shape of a
guest molecule plays an important role. Although
dispersion stabilization represents the main contri-
bution to the stabilization energy, guest molecules
having dipole moment impart additional stability
to the complex due to electrostatic interaction. The
oxidation of a guest molecule not only decreases
stability of the supramolecular complex, but creates
an extremely powerful repulsive potential (around
200 kcal/mol) between guest and host molecules,
leading to its complete dissociation. Since the oxi-
dation of a guest molecule creates such a strong
repulsion between guest and host molecules, there-
fore low oxidation potential and high polarizability
of a guest molecule are the keys features to take into
account when designing a molecular “shuttle”
based on cyclobis(paraquat-p-phenylene) host.
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