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In this article, the authors compare the fluorine concentrations obtained from the strength of the
infrared-absorption band due to Si–F bonds, with the absolute concentrations determined from
19F�p ,���16O resonant nuclear reaction analysis, for a series of fluorinated silicon oxide �SiOF�
films prepared by remote plasma-enhanced chemical-vapor deposition with different flow rates of
H2 in SiF4 /O2/He mixtures. The authors use this comparison to calibrate the proportionality
constant between the strength �integrated absorption� of the infrared-absorption band due to Si–F
bonds and the concentration of these bonds in the films. The authors found that �under the Gentzel
and Martin approach �Surf. Sci. 34, 33 �1973��� this calibration requires the correction of the
“fudge” factor, to a new value, �=1.28, which is more consistent with the small correction to the
local field expected for porous SiOF films. The authors also found that the changes in the refractive
index and density of the films introduce less significant corrections in the quantification process of

fluorine by the infrared method. © 2007 American Vacuum Society. �DOI: 10.1116/1.2712195�
I. INTRODUCTION

Fluorinated silicon dioxide �SiOF� and other fluorinated
compounds have received much attention as low-dielectric-
constant intermetal dielectric layers for reducing the parasitic
capacitance of modern high-speed ultralarge-scale integrated
circuits.1–11 SiOF films with low refractive indices are also
attractive in optical-layer systems such as antireflective coat-
ings and optical filters.12 At present, it is well known that the
refractive index and dielectric constant of SiOF are propor-
tionally reduced as its F content increases. However, above
certain F incorporation, this reduction is accompanied by di-
verse harmful effects, such as loss of both chemical stability
and dielectric integrity.3–8 Thus, for avoiding and/or control-
ling these harmful effects, the quantification and control of F
content in the SiOF films are very important.

Infrared �IR� spectroscopy is a sensitive, fast, cheap, and
nondestructive method which has been widely used for in-
vestigating the fluorine dopant level in SiOF films.1–11,13–16

In most cases, the fluorine content is calculated in terms of
the ratio of the area of the IR absorption band related to Si–F
bonds to the area of the main IR absorption peak related to
Si–O bonds. It is usually underestimated with respect to the
fluorine content measured by other techniques, such as Ru-
therford backscattering.4 A more careful quantitative analysis
of the fluorine content in SiOF films by IR spectroscopy has
been made by Han and Aydil,3 using a relationship between
the strength of the infrared-absorption band and density of
Si–F bonds, similar to that developed by Brodsky et al. for
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studying the number of silicon-hydrogen bonds in hydrogen-
ated amorphous silicon �a-Si:H� film.17 However, the cali-
bration and/or adequate correction in the local field approxi-
mation, which are/is necessary for an accurate determination
of the proportionality constant between integrated absorption
and bond concentration,17,18 have/has not been made for the
case of fluorine quantification.

In this work, we compare the fluorine concentrations ob-
tained by Fourier transform infrared �FTIR� absorption spec-
troscopy for SiOF films deposited by remote plasma-
enhanced chemical-vapor deposition �RPECVD� from
SiF4/H2/O2/Ar mixtures with those obtained from
19F�p ,���16O resonant nuclear reaction �RNR� analysis.
Since the RNR techniques are considered to be some of the
most reliable methods for absolute quantitative estimates of
fluorine dopant concentration in inorganic materials,19–21 we
use this comparison to calibrate the constants which relate
the Si–F IR integrated absorption to fluorine concentration.
We also discuss the effect of the changes in the density of the
films on the quantification of fluorine and how the calibration
of the constants affect the relationship between the applied
and local fields under the Gentzel and Martin correction.17,22

II. EXPERIMENT

SiOF films with different amounts of incorporated fluo-
rine were deposited in a RPECVD system whose character-
istics have been reported elsewhere.23 He �280 SCCM,
where SCCM denotes cubic centimeter at STP� and O2

�40 SCCM� were fed in the plasma region. SiF4 �20 SCCM�
and H2 were fed outside the plasma region. Deposits with
five different hydrogen flow rates �1, 2, 5, 10, and 20 SCCM�

were made in order to change the fluorine content in the
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films. The deposition pressure and plasma power were
500 mTorr and 200 W, respectively. The films were depos-
ited on the polished side of n-type �100� silicon substrates
��1�1 cm2�, which were cleaned prior to deposition with
semiconductor grade HF diluted in deionized water. The sub-
strate temperature was 200 °C in all cases. The thickness and
refractive index of the films were measured by ellipsometry,
carried out with a null single-wavelength �632.8 nm� Gaert-
ner L117 ellipsometer. In order to check the reproducibility
of the deposition process, three films with different thickness
in the range from 100 to 500 nm were deposited for each
hydrogen flow rate. The accuracy found in the refractive in-
dex was ±0.005 and the error in the thickness was approxi-
mately 5%. In order to avoid the loss of fluorine from the
SiOF films with a high fluorine content, a very thin film
��30 Å� with the lowest fluorine content �H2� was deposited
on the top surface of the SiOF films. Transmission-infrared-
spectroscopy analysis was performed using a FTIR Nicolet
210 spectrophotometer operated in the range of
400–4000 cm−1. Each spectrum was averaged over 200
spectra with a nominal resolution of 4 cm−1. The maximal
sensitivity of the FTIR spectrometer was about 0.1% of
transmittance. The spectra of the corresponding silicon sub-
strate without film were subtracted from those of the films
deposited on the substrates. The area of the 940 cm−1 SiFx

absorption band after baseline correction was employed for
determining the atomic concentration of Si–Fx units.

The procedure for the absolute measurement of fluorine
content in the films was based on the quantification of the
6.92 MeV � particles produced from the 19F�p ,���16O reso-
nant nuclear reaction at a proton �p�-bombarding energy of
1.26 MeV. The RNR analysis experiments were carried out
using the 3 MeV Pelletron-tandem accelerator at the Instituto
de Física. The � particles emitted in the backward direction
�165°� were detected by employing a surface-barrier detector
with an area of 150 mm2, with a 45 �m Mylar filter to stop
the backscattered protons. Simultaneous Rutherford
backscattering-spectrometry �RBS� measurements from inci-
dent protons were made using another detector placed at
168° in order to measure the total atomic-areal density �total
number of atoms/cm2� in the SiOF films. For this analysis,

TABLE I. Fluorine atom concentrations and atomic p
analysis. IR1 means that the data were calculated us
The refractive index �n�� and dielectric constant ��m� �
are also listed.

H2

flow
rate

�SCCM� n� �m� =n�
2

��m=�

�102

1 1.35 1.82 1.43
2 1.39 1.93 1.21
5 1.41 1.99 0.99

10 1.42 2.02 0.75
20 1.43 2.04 0.63
the reference standard was a NdF3 film deposited by
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physical-thermal evaporation on a silicon substrate. The fluo-
rine content was additionally measured for some films by
quantifying the 6.13 MeV � rays produced from the same
19F�p ,���16O resonant nuclear reaction. Since this reaction
has a very sharp resonance around a p-bombarding energy of
340.5 keV, this reaction has the advantage that the fluorine
content can be calculated at different depths and/or along all
the thickness of the film, giving rise to depth profiles. These
experiments were made in the 700 kV Van de Graaff accel-
erator �also located at the Instituto de Física�. In this case, the
� rays emitted in the forward direction �0° laboratory angle�
were detected with a 5.1-cm-diameter by 5.1-cm-thick
NaI�Ti� scintillation detector placed as close as possible to
the sample. The � ray yield YF �defined as
YF�number of � ray counts/number of incident protons�
from each film as a function of proton energy �excitation
curve� was obtained automatically using a computer pro-
gram. For each measured point of the excitation curve, a
short pulse of protons �1�10−6 s� with a dose of 5 �C was
used. Absolute quantification of the atomic fraction of F in
the SiOF films was made by comparison of YF with the
gamma yield from a reference standard YS having a known
fraction f of fluorine. For this analysis, the reference stan-
dard was AlF3.

III. RESULTS

A. Refractive index and dielectric constant

Table I shows the average refractive index, n�, and the
electronic dielectric constant, �m� = �n��2, of the SiOF films
deposited under the different H2 flow rates. As can be seen,
the refractive index and dielectric constant increase as the
hydrogen flow rate increases. This result is quite expected,
since it is well known that hydrogen scavenges fluorine at-
oms from the growing SiOF film during deposition through
the formation of volatile HF. Thus, as the hydrogen flow rate
increases, the amount of fluorine incorporated in the films is
reduced and their refractive index increases toward the value

tages, as determined by IR spectroscopy and RNR
qs. �1� and �2� proposed by Han and Aydil �Ref. 3�.
films obtained from the ellipsometric measurements

2.2�
−3�

IR1
F �at. %�

��SiO2
=2.2 g/cm3�

RNR
F �at. %�

9 6.1±0.4 19.0±2.28
9 5.4±0.41 16.3±1.96
7 4.4±0.30 12.0±1.44
75 3.3±0.33 9.9±1.19
7 2.8±0.32 5.9±0.71
ercen
ing E
of the

IR1
NF

SiO2
=

1 �cm

±0.0
±0.0
±0.0
±0.0
±0.0
corresponding to SiO2 �n=1.46�.
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B. Quantification of fluorine by FTIR analysis

Figure 1 shows typical FTIR absorbance spectra for SiOF
films approximately 450 nm in thickness deposited with
three different H2 flow rates. The inset of this figure shows a
magnified view of the region between 1500 and 750 cm−1.
The complete spectra show three absorption bands located
approximately at 1090, 810, and 454 cm−1, which are char-
acteristic of stretching, bending, and rocking of Si–O bond
vibrations, respectively.24,25 Another band located at approxi-
mately 935 cm−1 is associated with Si–F bond vibrations. It
is observed that the intensity of the Si–F absorption peak
decreases as the hydrogen flow rate increases. Consistent
with the reduction in the amount of Si–F bonds incorporated
in the films, the peak of the Si–O bond stretching vibrations
is shifted toward lower frequencies as the hydrogen flow rate
increases.14,15

The concentration of Si–F bonds in the films as a function
of hydrogen flow rate was calculated from the corresponding
IR absorbance spectrum by applying the formula previously
used by Han and Aydil for calculating the number of Si–F
bonds per unit volume in a SiO2 matrix:3

NF�cm−3� = �
�1 + 2�m�2��mNA

9�m
2 ��/�� �

	̃1

	̃2 ��	̃�
	̃

d	̃ �1�

in which the absorptivity ��	̃� is divided by the wave num-
ber 	̃ and integrated over the Si–F absorption band located
between 	̃1
935 cm−1
	̃2; and �, �, NA, and �m, are the
absorption cross section for SiF4 in units of cm2/mmol, the
number of Si–F bonds per SiF4 molecule, Avogadro’s num-
ber per millimol �mmol�, and the electronic-dielectric con-
stant of the SiO2 matrix, respectively. � is a “fudge” factor
that takes into account inadequacies in the local field
correction.3,17,18 Given that the absorptivity coefficient ��	̃�
is related to the measured IR absorbance A�	̃� by the formula
��	̃�=A�	̃� /d, where d is the film thickness in centimeter,

3

FIG. 1. Absorbance IR spectra of SiOF deposited under different hydrogen
flow rates. The intensity of the absorption band associated with SiOF bonds,
located around 935 cm−1, increases as the hydrogen flow rate decreases. The
inset shows a magnified view of the region between 1500 and 750 cm−1 and
illustrates that the frequencies of Si–O–Si bond stretching vibrations also
increases as the hydrogen flow rate decreases.
and according to the values used by Han and Aydil:
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�=58.4 cm2/mmol, �=4, �m=2.2, �=0.5, and NA=6.022
�1020 atoms/mmol, Eq. �1� can be expressed as

NF�cm−3� = 2.0 � 1019�cm−2�
1

d	̃peak
� A�	̃�d	̃ . �2�

This equation allows us to quantify the concentration of Si–F
bonds, NF, in terms of the measurable quantities 	̃peak

�935 cm−1, A�	̃�, and d.
Then the atomic percentage of SiFx bonds, F �at. %�, in

the films was calculated using the equation3

F�at % � =
NF

NF + NSiO2

� 100 % , �3�

where NSiO2
is the concentration of Si and O atoms in the

SiO2 matrix. Assuming, as Han and Aydil did, that �SiO2
=2.2 g/cm3 and �SiO2

=60.08 uma �1 uma=1.66�10−24 g�,
this concentration takes the value NSiO2

=�SiO2
/�SiO2

=2.2
�1022 cm−3.

Table I shows the average concentrations �NF� of SiF
bonds and atomic percentages of fluorine �F at. %� in the
SiOF films as a function of the hydrogen flow rate used
during deposition, calculated using Eq. �2� and �3�, respec-
tively. As this table shows, the F at. % decreases from
6.1 to 2.8 at. % as the hydrogen flow rate increases from
1 to 20 SCCM.

C. Quantification of fluorine by RNR analysis

The absolute fluorine content in atoms/cm2 in the SiOF
films was determined from the 6.92 MeV � particles gener-
ated by the 19F�p ,���16O �Ep=1.26 MeV� resonant nuclear
reactions using the formula

NF
SiOF =

Y�
SiOFQstd

Y�
stdQSiOFNF

std, �4�

where NF
SiOF and NF

std are the areal densities �number of
atoms/cm2� of fluorine in the SiOF film and standard, re-
spectively, and Y�

SiOF and Y�
std are the yields �number of �

particles on counts� for the SiOF film and standard, respec-
tively. QSiOF and Qstd are the accumulated charges �number
of protons impinged� on the SiOF film and the standard,
respectively.

The fluorine content in atomic percentage �%F�� is then
given by the equation

%F� =
NF

SiOF

NT
SiOF � 100, �5�

where NT
SiOF is the total atomic-areal density of atoms in the

SiOF films, which was measured simultaneously by RBS of
protons. These fluorine atomic percentages, as a function of
hydrogen flow rate, are listed in Table I. In this case, as the
hydrogen flow rate increased from 1 to 20 SCCM, the F

at. % decreased from 19.0 to 5.9 at. %.
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The fluorine content �%F�� in the films was also measured
using the 6.13 MeV � ray depth profiles generated by the
19F�p ,���16O �Ep=340.5 keV� resonant nuclear reactions.
In this case, we used the formula

%F� =
Y�

SiOFfstd�SiO2

Y�
std�std + fstdY�

SiOF��O − �F�
� 100, �6�

where Y�
SiOF and Y�

std are the yields �number of � rays on
counts� for the SiOF film and standard, respectively; �SiO2

,
�std, �O, and �F are the stopping power of SiO2, standard,
oxygen, and fluorine, respectively; and fstd is the fluorine
fraction in the standard. In this case, the advantage is that the
fluorine content can be calculated at different depths and/or
along all the thickness of the film.

Figure 2 shows the � ray depth profile obtained for a
SiOF film deposited with the intermediate hydrogen flow
rate of 5 SCCM. The depth profile of the � yield �multiplied
by 0.3� generated from the AlF3 standard is also shown in
Fig. 2. As can be seen, the fluorine content close to the outer
surface of the film is lower than that in the bulk. This is due
to the protective thin film �with lower fluorine content� de-
posited on its top surface. At the SiOF/Si substrate interface,
there is also a thin zone with a lower fluorine content which
is very probably due to diffusion of fluorine toward the na-
tive silicon-dioxide thin film. The fluorine content in this
film, determined from the whole depth profile shown in Fig.
2, was 12.07 at. %, which is in very good agreement �con-
sidering the uncertainty� with the value obtained with alpha
particles.

IV. DISCUSSION

The data appearing in Table I, of F at. % as a function of
hydrogen flow rate obtained by the previous IR and RNR
methods, are plotted in Fig. 3, and they are denoted as F-IR1
�� symbol� and F-RNR �� symbol�, respectively. As Table I

FIG. 2. � ray depth profile generated by the 19F�p ,���16O
�Ep=340.5 keV� resonant nuclear reactions from a SiOF film deposited with
the intermediate hydrogen flow rate of 5 sccm. The depth profile of the �
yield �multiplied by 0.3� generated from the AlF3 standard is also shown.
and Fig. 3 show, the fluorine atomic percentages measured
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by IR and RNR follow approximately the same trend as a
function of hydrogen flow rate. However, the F at. % values
measured by IR analysis �2.8–6.1 at. % � are lower than
those measured by RNR �5.9–19.0 at. % �. As mentioned in
the Introduction, a similar underestimation of fluorine con-
tent by IR spectroscopy �1–5 at. % � with respect to that de-
termined by Rutherford backscattering �3.5–14 at. % � has
been reported in a previous work.4 It must be pointed out
that, given the flow rates of SiF4 �20 SCCM� and O2

�40 SCCM� used for the deposition of our SiOF films and
that since hydrogen removes fluorine from the films by the
formation of HF, a very high incorporation of fluorine atoms
is expected in those films deposited with the lowest hydrogen
flow rate �1 SCCM�. A simple chemical balance of the reac-
tants and products shows that the incorporation of one fluo-
rine atom per silicon atom is highly probable. In theory, ac-
cording to the pseudobinary alloy representation, when one F
atom per Si atom is incorporated in the entire SiO2 network,
the composition of the alloy would be SiO3/2F, which corre-
sponds to a fluorine content of 28.6 at. %.11,14,15 Thus, the
value of 19 at. % obtained from RNR analysis for the film
deposited under the lowest hydrogen flow rate is much more
acceptable than that of 6.1 at. % obtained by IR analysis.
Based on this, and since the RNR methods applied in this
work are nondestructive and make use of standards, the F
at. % values obtained from these methods were used as ab-
solute values to calibrate the IR method.

As Eqs. �2� and �3� show, the F at. % calculated by the IR
method can be increased by increasing the proportionality
constant in Eq. �2� and/or by decreasing the term NSiO2

in Eq.
�3�. Since it is well known that the incorporation of fluorine
produces porosity in the SiOF films and/or reduction of their
density, before calibrating the proportionality constant in Eq.
�2�, we proceed to make the corrections due to the changes in

FIG. 3. F at. % as a function of hydrogen flow rate as determined by IR
absorption strength method, using �a� the Han and Aydil �Ref. 3� parameters
without any correction �data F-IR1, � symbol�, �b� corrections due to
changes in the density of the films according to the Gladstone-Dale ap-
proach �data F-IR2, � symbol�, �c� corrections to the local electric field,
through the “fudge” factor ��=1.28� �data F-IR3, � symbol�, and �d� F
at. % absolute values obtained using 19F�p ,���16O resonant nuclear reac-
tions �data F-RNR, � symbol�.
density of Si and O atoms.
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A. Corrections due to changes in the density of the
films

In order to make this correction, the mass density of the
films was estimated using two different approaches. One was
based on the empirical equation of Gladstone-Dale,
�GD=−4.784+4.785n�,26,27 where the values of n� for the
SiOF are those listed in Table I. The other approach was
based on the linear law of two-phase mixing, �lm= fp�p+ �1
− fp��SiO2

,28 where fp and �p are the volume proportion and
density of pores, respectively, and �SiO2

=2.2 g/cm3 is the
density of SiO2. For this approach, we used the volume pro-
portion of pores as a function of refractive index �predicted
in a previous work11� and �p=�air=0.001 g/cm3. The con-
centration of Si and O atoms in the SiOF films was then
calculated using the formula NSiO2

=�SiOF /60.08 uma in Eq.
�3�.

The mass densities of the films calculated from these ap-
proaches are shown in Table II. As can be seen, the
Gladstone-Dale densities are slightly lower than those calcu-
lated from the linear law approach, and therefore, the former
produce a more significant increase in the F at. % values.
However, as Table II and Fig. 3 show, the Gladstone-Dale-IR
corrected F at. % values �denoted as F-IR2 �� symbol� in
Fig. 3� are still lower than the RNR values.

B. Corrections due to changes in the refractive index
of the films

According to Eq. �1�, one possible source of error in the
quantification of fluorine content by IR analysis is the varia-
tion of the refractive index of the films with the fluorine
content. However, the use of the values listed in Table I for
the refractive index n� and electronic dielectric constant �m�
= �n��2 of the films in Eq. �1�, instead of the constant values
for SiO2 ��m=�SiO2

=2.22�, did not significantly change the
multiplicative factor �2.0�1019 cm−2� of Eq. �2�, and conse-
quently, the corresponding calculated concentrations �NF��
and atomic percentages �F�� of fluorine were practically the
same.

C. Corrections due to the � /� parameter

The other physical parameters that allow further correc-
tion are the �, �, and � parameters appearing in Eq. �1�. With

TABLE II. Flourine atomic percentages as determined
in the density of the films �IR1� and after correcting

H2

flow
rate

�SCCM�

Refractive
index,

n�

Pore
fraction,

fm �g

1 1.35 0.18
2 1.39 0.11
5 1.41 0.066

10 1.42 0.052
20 1.43 0.046
respect to the � /� parameter, there is a little margin of cor-

J. Vac. Sci. Technol. A, Vol. 25, No. 3, May/Jun 2007
rection, since this is an empirical parameter measured for
gaseous SiF4.29–31 The fact that the empirically measured
value �� /�=3.5 cm2/mmol� for several silane gases �SixHy�
remains constant, independent of x and y, and depends only
on the type of bond �Si–H in that case� gives some support to
assume that in the case of SiF4, the value � /�
=14.6 cm2/mmol used in Eq. �1� to obtain Eq. �2� is correct.

D. Corrections due to the local field approach

The remaining parameter to be corrected in Eq. �1� is the
� parameter or fudge factor. With respect to this, it is impor-
tant to mention that Eq. �1� comes from the general relation-
ship proposed by Brodsky et al. for calculating the number
of Si–H bonds in amorphous silicon:17

N�cm−3� =
��mNA

�es
*/eG

* �2��/��
�

	̃1

	̃2 ��	̃�
	̃

d	̃

= B
��mNA

��/�� �	̃1

	̃2 ��	̃�
	̃

d	̃ , �7�

where eS
* is the appropriate effective charge for the relevant

bond �Si–H in the case of Brodsky, or Si–F in our case� in a
solid matrix of dielectric constant �m, and eG

* is the effective
charge for the same bond in vacuum or a dilute gas with
refractive index n=1. These effective charges are different
because in the solid, the local field �Es� differs from the
macroscopic applied field in vacuum �Eo�, and for finding
the relationship between them, a local field correction or ap-
proximation must be made.17

The local field correction used by Brodsky for deducing
Eq. �7� was originally given by Genzel and Martin. It as-
sumes that the local field Es is the same local electric field
�Ei� inside a spherical void embedded in a medium of dielec-
tric constant �m. In this case the local electric field �Es=Ei�
�and therefore the effective charge� in the solid is enhanced
with respect to the macroscopic field in vacuum �Eo� by the
enhancement factor17,22,32

CGM =
eS

*

eG
* =

Ei

Eo
=

3�m

�1 + 2�m�
. �8�

spectroscopy, including corrections due to changes
fudge” factor �IR2�.

�
�lm

�g/cm3�

IR2
FGD

�at. %�
�=0.5

IR3
FGD

�at. %�
�=1.28

1.8 7.7±0.5 19.7±1.28
2.0 6.0±0.45 15.4±1.6
2.1 4.7±0.32 12.0±0.82
2.1 3.6±0.36 9.2±0.92
2.1 2.9±0.33 7.4±0.84
by IR
the “

�GD

/cm3

1.7
1.9
2.0
2.0
2.1
This enhancement factor gives rise to the constant
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BGM =
1

�CGM�2 = 	 eG
*

eS
* 
2

=
�1 + 2�m�2

9�m
2 , �9�

which, when substituted in Eq. �7�, gives rise to Eq. �1�, but
without the � parameter. However, after the original work, it
was recognized that this method of determining the hydrogen
content in a-Si:H fims was fraught with uncertainty. This
was because for high hydrogen contents, a more accurate
approximation was proposed by Connell and Pawlik �CP�
�Szigeti-type correction�,17,33 in which the solid is supposed
to be composed of isotropically distributed polarizable di-
poles and the enhancement factor is given by

CCP =
eS

*

eG
* =

Ei

Eo
=

�m + 2

3
. �10�

In this case, the constant appearing in Eq. �1� would be

BCP = 	 eG
*

eS
* 
2

=
9

��m + 2�2 . �11�

It can be seen from Eq. �9� and �11� that, for a-Si:H
��m=12�, the enhancement factor of Genzel and Martin
�CGM=1.44� is lower than that of Connel and Pawlik
�CCP=4.67�, and consequently, the difference between both
types of corrections reaches an order of magnitude �BCP

=0.046 and BGM=0.48� for the calculation of hydrogen con-
centration.

In a later work, Fang et al.18 applied Eq. �7� under the
Genzel and Martin local-field approach to calculate the hy-
drogen concentration for a-Ge:H ��m=16� and a-Si:H
��m=12� films from the strength of the infrared stretching
and wagging absorption bands and compared these results
with absolute measurements of hydrogen content obtained by
RNR techniques. This comparison gave rise to the necessity
of introducing the � parameter in Eq. �1�, with a value
�=0.5.18 It must be pointed out that the introduction of this
fudge factor was made as an additional correction to the local
field, such that the corrected enhancement factor is now

CGM� =
eS

*�

eG
* =

Ei�

Eo
=

1
��

3�m

�1 + 2�m�
. �12�

In other words, the factor 1 /�� was a way of taking into
account the inadequacies of the Genzel and Martin model to
calculate the local field inside the solid a-Si:H and/or
a-Ge:H films.

In the case of a-Si:H, the Genzel and Martin model with
the addition of the fudge factor with the value �=0.5 is
physically reasonable because it produces the value CGM�
=2.04 for the local field-enhancement factor, which is in be-
tween CGM=1.44 and CCP=4.67.

The IR strength �Eq. �1�� and the same fudge factor,
�=0.5, were then used in other works, without any addi-
tional justification, for measuring the fluorine content in
amorphous fluorinated silicon, a-Si:F��m=12�, and SiOF
films.3,29,30 However, we believe that it is not correct to use
this value for SiOF films because they have different dielec-

tric properties and structure than a-Si:H and a-Si:F films.

JVST A - Vacuum, Surfaces, and Films
Due to the low electronic-dielectric constant ��m�2� and the
porosity in the SiOF films generated by the fluorine incorpo-
ration, it is expected that they be much less polarizable. Con-
sequently, the local internal field should be very close to the
external field. In other words, the local field-enhancement
factor for these films should be close to unity.

Our results show that the value of �=0.5 in Eq. �1� gives
rise to underestimated fluorine contents �see Table II�. Also,
in this case, the corresponding corrected enhancement factor
given by the Gentzel and Martin approach �Eq. �12�� takes
the value of CGM� �1.7 for �m�2. We believe that due to the
porosity of the SiOF films, the use of the Gentzel and Martin
approach is a good one because it assumes that the Si–F
bonds are inside spherical voids embedded in a medium of
dielectric constant �m. However, the value of the fudge factor
�=0.5 is unacceptable because it produces an inconsistent
increase of the local field-enhancement factor.

On the other hand, as Table II shows, the value of �
required for calibrating the IR fluorine content of the film
deposited with the intermediate flow rate �5 SCCM�, with
the corresponding absolute value obtained by RNR analysis,
was �=1.28. In this case, the corrected enhancement factor
given by the Gentzel and Martin approach �Eq. �12�� takes
the value of CGM� �1.06 for �m�2, which is closer to unity.

Therefore, we can conclude that the calibrated value,
�=1.28, is a more acceptable value for the fudge factor for
quantifying the fluorine content in SiOF films by IR spec-
troscopy. In this case, the relationship between the strength
of the infrared absorption band and density of Si–F bonds is

NF�cm−3� = 5.12 � 1019�cm−2�
1

d	̃peak
�

	̃1

	̃2

A�	̃�d	̃ . �13�

As Fig. 3 shows, the data �F-IR3, � symbol� of the F at. %
values obtained from Eq. �13� instead of Eq. �2�, and using
Eq. �3� with the Gladstone-Dale corrections to the atomic
density, are in very good agreement with the absolute values
obtained by RNR for films with high fluorine content. We
hope that this calibration will help to make fast and more
reliable measurements by IR absorption spectroscopy of the
real limits of fluorine content in SiOF films, where their
properties start deteriorating.

V. CONCLUSION

We have compared the fluorine concentrations obtained
from the strength of the infrared-absorption band due to Si–F
bonds with the absolute concentrations determined from
19F�p ,���16O resonant nuclear reactions �RNR� analysis for
a series of fluorinated silicon-oxide �SiOF� films with differ-
ent fluorine content. From this comparison we have found
that the use of the Gentzel and Martin approach and �=0.5
for the fudge factor gives rise to underestimated values of
fluorine content in SiOF films, as determined from the inte-
grated Si–F IR absorption band. We show that the calibrated
value �=1.28, which reproduces more closely the absolute
fluorine contents in these films, is consistent with the small
corrections expected for the local field inside these porous,

low-dielectric-constant SiOF films. Although corrections due
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to the changes in the refractive index and density of the SiOF
films must also be taken into account for the quantification of
fluorine content by the IR method, these corrections are less
significant.
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