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ABSTRACT: Fractal development during polymeriza-
tion of a dimethacrylate system (Bis-GMA/TEGDMA)
has been studied through the analysis of time series
obtained sequentially by pulsed photoacoustics. The pho-
toacoustic signals as obtained in situ during photopoly-
merization of Bis-GMA/TEDGMA were analyzed by
rescaled range analysis, dispersion analysis, and
detrended fluctuation analysis methods. The analysis
reveals the presence of more than one scaling parameter
and, therefore, belongs to a complex process known as
multifractal. The evolution of fractality during photopoly-

merization was compared under equivalent conditions
with the chemical conversion (of dimethacrylate double
bonds) as a function of time, as monitor by infrared spec-
troscopy. This kinetic study was also used to correlate
the fractal nature of the dimethacrylate reaction system
with the condensed-state transitions emerging during the
photochemical reaction. VVC 2008 Wiley Periodicals, Inc. J Appl
Polym Sci 111: 1199–1208, 2009
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INTRODUCTION

In general, dental composite resins are mostly based
on mixtures of dimethacrylate monomers and pro-
moters that rapidly polymerize under visible light
(photopolymerization). The most common used
monomer is the 2,2-bis[4-(2-hydroxy-methacryloxy-
propoxy)phenyl]propane (Bis-GMA). Both, the mo-
lecular structure of Bis-GMA (aromatic rings) and its
hydrogen bonding capability (with hydroxyl groups)
promote sufficient strength after the material is poly-
merized. However, Bis-GMA handling during dental
restorations is troublesome because of its high vis-
cosity.1 To increase fluidity and to enhance the for-
mation of a three-dimensional molecular network
(by crosslinking) triethylene-glycol-dimethacrylate
(TEGDMA) is usually mixed with Bis-GMA.2,3 The
photopolymerization reaction involves conversion of
the double bonds of the methacrylate groups of
both, Bis-GMA and TEGDMA, by a free radical
mechanism. The degree of chemical conversion of

these double bonds commonly ranges from 50 to
85%, some of them are used for crosslinking, and
others remain as part of side chains, affecting the
mechanical response of the dental resin and reduc-
ing its hydrolytic resistance and color stability.
The kinetics of polymerization and the morphology

of the resulting copolymers have been analyzed by
using different techniques reported elsewhere, such
as: differential scanning calorimetry; thermomechani-
cal analysis; ultrasonic wave propagation4–6; FTIR,
RTIR, NMR, and Raman spectroscopies7–10; plasma
light11; and impulsive stimulated thermal scatter-
ing,12 where measurements of elastic properties on
real time conditions, during Bis-GMA polymer pro-
cessing, are possible with laser acoustic techniques.
After Carothers,13 many theories have been devel-

oped to describe the molecular processes during gel
formation in several polymerization reactions. The
classical gelation theory was developed by Flory and
Stockmayer,14,15 who established the background for
further developments. In fact, there are several mod-
els which can explain network formation, such as ki-
netic models,16–20 statistical models,21,22 hybrid
models, and computer simulation models.23 The
most prominent of the n-dimensional network theo-
ries is the percolation model that it is associated
with a lattice and uses a Monte Carlo Technique.24–26

Some statistical theories of gelation assume
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thermodynamic equilibrium; however, the develop-
ment of chain properties depends strongly on the
reaction path. This means that the growth process
phenomena are far-from-equilibrium. For this rea-
son, the methods of fractal geometry are increas-
ingly used.27–30

The methods of fractal geometry allow the classifi-
cation of nonequilibrium growth processes according
to their scaling properties. This classification and
computer simulations give insight into a great vari-
ety of complex structures.

As it is known, by using methods of fractal analy-
sis as well as irreversible and aggregation models, it
has been determined that crosslinking may occur in
homogeneous as well as in heterogeneous media.31–33

From these studies, it has been suggested that net-
work formation proceeds in two steps: first step is
characterized by polymerization and formation of
microgels and second step by the connection among
microgels, resulting in a tridimensional network.8,34–36

During the first step, the system turns from a fluid
monomer to a homogeneous viscoelastic polymer,
where microgels form nearly up to the point of gela-
tion. This step is also characterized by a constant
value of the fractal dimension. During the second
step, the system turns from a viscoelastic to an elastic
polymer, where macrogels are formed by a heteroge-
neous crosslinking reaction. This step is also charac-
terized by a monotonous growth of the fractal
dimension.28–33

The fundamentals of the pulsed photoacoustics
technique to study solid or/liquid samples are well
established37; the photoacoustic signal (PA signal)
critically depends on the thermoelastic and physical
properties of the material and have been widely
used for materials characterization using pulsed
lasers and piezoelectric sensors.38–41

Here, a pulsed laser was used as a standard
source of ultrasound to monitor the photopolymeri-
zation process (PP process) as a function of reaction
time. Data series obtained by photoacoustic and gen-
erated during the PP process can exhibit fluctuations
on a wide range of time scales and/or broad distri-
butions of the values. In both equilibrium and none-
quilibrium situations, the natural fluctuations are
often found to follow a scaling relation over several
orders of magnitude. Such dynamics are usually
denoted as fractal or multifractal depending on the
question if they are characterized by one scaling
exponent or by a multitude of scaling exponents.
Phase transitions are often associated with changes
in their fractal dynamics, allowing for a detection of
such transitions (or corresponding states) by fractal
analysis. To observe fractal and multifractal scaling
behavior in time series, several tools have been
developed. For our case, the fractal properties were
obtained by applying the PA signals to the following

methods: rescaled range analysis (R/S), dispersional
analysis (DA), and detrended fluctuation analysis
(DFA). Conversion from monomer to polymer was
also monitored on real time conditions by infrared
techniques.
Fractal development during the PP process are

discussed first, then the obtained results are com-
pared among them and finally against the conver-
sion of acrylic group double bonds on real time
conditions.

METHODS USED TO STUDY
FRACTAL NATURE

Glossary

Time series

One-dimensional array of numbers (xi), i ¼ 1,. . .,N,
representing values of an observable x usually meas-
ured equidistant (or nearly equidistant) in time.

Fractal time series

A fractal object is defined as one that shows self-
similarity or self-affinity independent of scaling. For
a function f(t) to be self-similar both f(t) and t must
have the same units, temporal: e.g., electrocardio-
graphic R–R intervals versus time. As a general time
series f(t) has units of amplitude in volts, distance,
etc., versus units of time it cannot be self-similar but
is termed self-affine. Self-affinity implies, therefore,
that the roughness or variability of the signal is in-
dependent of Dt, where the time interval Dt, is a
measure of the temporal resolution. Self-affine sig-
nals have power law spectra—a proportional incre-
ment in frequency predicts a proportional decrement
in power, independent of the frequency.42

Fractal dimension

Fractal dimensions have multiple definitions, but all
have a thing in common: the fractal dimension is
usually a noninteger, fractional number; hence, this
dimension is referred to as fractal. The existing frac-
tal dimensions include Hausdorff dimension, box
dimension, information dimension, correlation
dimension, and so on.

Geometric dimension of an object which includes
fractal objects

For a smooth (i.e., nonfractal) line, an approximate
length L(r) is given by the minimum number N of
segments of length r needed to cover the line: L(r) ¼
Nr. As r goes to zero, L(r) approaches a finite limit,
the length L of the curve. Similarly, it is possible to
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define the area A or the volume V of nonfractal
objects as the limit of an integer power law of r:

A ¼ lim
r!0

Nr2; V ¼ limNr3
r!0

where the integer exponent is the Euclidean dimen-
sion E of the object.

However, this definition cannot be used for fractal
objects: as r tends to 0, however, a real number D
exists so that the limit of NrD stays finite. The expo-
nent is called the Hausdorff Dimension DH or D:

DH � lim
r!0

logN

log 1=rð Þ
Another popular definition of dimension proposed
for fractal objects is the Correlation Dimension, Dc

Dc � lim
r!0

logC rð Þ
log rð Þ

where C(r) is the number of points which have a
smaller (Euclidean) distance than a given distance r.

Dc may also be used to determine whether a
timeseries derives from a random process or from a
deterministic chaotic system. M-dimensional data
vectors are constructed from m measurements
spaced equidistant in time, and Dc is evaluated for
this m-dimensional set of points. If the timeseries is
a random process, Dc increases with m; if the times-
eries is a deterministic signal, Dc does not increase
further when the embedding dimension m exceeds
Dc. Thus, a plot of the correlation dimension as a
function of the embedding dimension may easily
show whether a signal is random noise of determin-
istic chaos. Note that Dc � DH. Another way to cal-
culate the fractal dimension is through the
estimation of the Hurst’s exponent, H.43,44

As suggested elsewhere,44 at least two different
methods are necessary to obtain a faithful representa-
tion of fractal nature of the time series. Here, the Hurst’s
R/S, DA, and a box-counting method DFA were
adopted to process the scattered PA signals to study the
fractal nature during PP process. The calculations
described later were programmed in C language.

Rescaled range analysis

Rescaled range analysis (R/S) analysis was originally
developed by Hurst.45 This procedure provides an
approach for the analysis and characterization of times-
eries noisy records which has no underlying periodicity
but retains the long-term correlation. It is a method for
stationary fractal time series analysis.46–49

The R/S statistics is the range of partial sums of
deviations of a time series from its mean, rescaled

by its standard deviation. For a time series {x(1),
x(2),. . ., x(t)} of a natural phenomenon recorded at
discrete periods over a time span s, the classical
rescaled range is given in terms of the mean, x (s),
and the standard deviation, S(s):

R=Sð Þ ¼ 1

S sð Þ Max
1<k<s

Xk
j¼1

xj � xs
� �� Min

1<k<s

Xk
j¼1

xj � xs
� �8<

:
9=
;
(1)

Hurst found that the rescaled range observations
could be well represented by:

R=Sð Þs¼ asH

where H is the Hurst exponent and a is a propor-
tionality constant. Using a logarithmic transforma-
tion, the Hurst exponent can be estimated using the
following regression:

log R=Sð Þs ¼ log að Þ þH log sð Þ (2)

By plotting log (R/S)t against log (s) the scaling
region can be obtained; the slope of the straight line,
H, is the Hurst exponent. The relationship between
the H and the box counting fractal dimension is as
follows:

D ¼ 2�H (2a)

Dispersional analysis for a one-dimensional signal

This is a method that is applied for stationary or
nonstationary fractal time series analysis. Disper-
sional analysis (DA) analysis involves the mea-
surement of the variance or standard deviation of
a signal at a succession of different levels of
resolution.42 The different levels are obtained by
grouping adjacent data points and replacing each
with the group average. A linear relationship
between the log of the standard deviation SD, and
the log of the size, m, of the observed unit is given
by:

SD mð Þ=SD m0ð Þ ¼ m=m0ð Þ1�D (3)

Or in linear form to determine the fractal dimension
D from the slope of the log–log regression:

log½SD mÞð =SD m0ð Þ� ¼ 1�Dð Þ log m=m0ð Þ (4)

D ¼ 1� log½SD mð Þ=SD m0ð Þ�
log m=m0ð Þ (4a)

where m is the element size, and m0 is the reference
size arbitrarily chosen.
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The fractal dimension D is related to the Hurst
exponent H by eq. (2a). H provides a direct indica-
tion of the degree of smoothness or correlation with
the same meaning for signals of any Euclidean
dimension, E. In general, H ¼ Eþ1 � D.

For a signal f(t) measured at even intervals of
time: fi, i ¼ 1, 2, . . . , N at t ¼ t1, t2, . . .tN and with a
constant time interval Dt between samples, in this
case the PA signal, the standard deviation of a set of
n observations is calculated as:

SD mð Þ ¼ 1

n

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n
X

f 2i �
X

fi

� �2
� �s

; (5)

As a first approximation the data set of N points is
composed of n groups of points and, in this case,
each group consists of one datum. Next, adjacent
samples are aggregated into groups, each consisting
of two adjacent data points, and group size is set as
m ¼ 2, or a binning period s ¼ 2Dt. The mean for
each pair is calculated as well as the SD of the mean
of the groups. Then, the group size m is increased to
4, 8, 16, 32, etc., until the number of groups, n, � 4
(it is advisable to begin with four data by group),
for each grouping m � n ¼ N.

A good approximation of the fractal dimension is
obtained by plotting log SD(m) versus log m. A
straight line plot indicates a simple fractal. A mea-
sure of the confidence limits on the slope is deter-
mined by calculating the standard linear regression.
We chose m0 ¼ 1, must be the chosen. The fractal
dimension, D, is calculated from the slope of the
power law plot: the estimated D is <D> ¼ (1 �
slope), as in eq. (4a). Equivalently, the estimated H
is <H> ¼ (slope þ 1).

Detrended fluctuation analysis

Detrended fluctuation analysis (DFA) was developed
to accurately quantify long-range power-law embed-
ded in a nonstationary time series.50,57 This method
provides a single quantitative parameter–the scaling
exponent a-, a self-similarity parameter that repre-
sents the long-range power law correlation proper-
ties of a signal.

The DFA method has been well described else-
where.50–53,56 Briefly, given a time series, x(i), where
i ¼ 1,. . ., Nmax, where Nmax is the length of the sig-
nal, the integrated signal y(k) is given by:

y kð Þ ¼
Xk
i¼1

x ið Þ � hxi½ �; (6)

where hxi is the mean. The integrated signal y(k) is
divided into boxes of equal length n. In each box

y(k) is fitted by using a polynomial function of order
l, which represents the trend for that box. The y
coordinate of the fitted line in each box is yn(k).
The integrated signal y(k) is detrended by sub-

tracting the local trend yn(k) in each box. For a given
n size box, the root-mean-square (rms) fluctuation
for this integrated and detrended signal is calculated
by:

F nð Þ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

Nmax

XNmax

k¼1

y kð Þ � yn kð Þ½ �2
8>>>>:

9>>>>;
vuut (7)

The procedure described earlier is repeated for a
broad range of scales to provide a relationship
between F(n) and the box size n. A power-law rela-
tionship between F(n) and the box of size n indicates
the presence of scaling: F(n) �na. The fluctuations
can be characterized by a scaling exponent a, a pa-
rameter that represents the long-range power-law
correlation properties of the signal.54

For uncorrelated data, the integrated value y(k)
corresponds to a random walk and therefore, a ¼
0.5. A value of 0.5 < a < 1.0 indicates the presence
of long memory so that a large value is more likely
to be followed by a large value and vice versa. In
contrast, 0 <a < 0.5 indicates a different type of
power-law correlations such that large and small
values of time series are more likely to alternate.

EXPERIMENTAL

The Bis-GMA and TEGDMA monomers (Polyscien-
ces), the camphorquinone (CQ) used as photoinitia-
tor, and the N,N,3,5-tetramethylaniline (TMA) used
as promoter (Sigma) were used as received. The CQ
(0.2% w/w) was dissolved in the Bis-GMA and the
TMA promoter (0.3% w/w) in the TEGDMA. The
two parts were mixed at 70/30%w/w proportion to
form a homogeneous reacting mixture.
A Q-switched Nd:YAG laser (Continuum) at 532

nm, 10 Hz, 7 ns duration, and pulse energy of about
400 lJ were used for generating the ultrasound
waves. The diameter of the irradiated spot was
about 1 mm. The PA signals were recorded from the
beginning to the end of each photopolymerization
reaction. The reacting mixture was poured into a rec-
tangular glass holder (22 � 15 � 2 mm3). The front
face of the holder with the sample inside was
aligned perpendicular to the optical line. To receive
the laser pulses an Al foil was placed on the front
face of the holder. A piezoelectric sensor (PS, 5
MHz) attached to a digital oscilloscope was fixed on
the holder rear face. The PP was induced with 468–
480 nm visible light by using a dental lamp (Delux,
75 mW). An optical fiber (U ¼ 8 mm) was used to
direct the visible light through the glass mold. A
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scheme of the experimental set up used in this work
is shown in Figure 1.

A typical measurement was done as follows: with
the visible light source in off position, a recently pre-
pared sample at room conditions is placed in the
sample holder; the laser is switched on and the first
PA signal is acquired [see 01 signal in Fig. 2(a)], this
record is the reference point. Next, the sample is
exposed to a 1 s pulse of visible light, through the
dental lamp, to initiate the polymerization reaction.
Polymerization continues in the dark (after the visi-
ble light has been switched off) and the evolution of
the polymerization is monitor by the photoacoustic
system, acquiring consecutively PA signals [signals
02–12 in Fig. 2(a)]. When no changes are observed
between consecutive signals, data acquisition is
stopped. Then, another visible light pulse (1 s) is
applied on the sample. And again, PA signals are
consecutively acquired. This procedure is repeated
until the sample is completely polymerized as
shown in Figure 2(b). About 55 PA signals were
obtained from each sample until completing the
photopolymerization process. Each signal, containing
15,000 data points, was normalized and conditioned
before the analysis by the fractal methods described
in Methods used to study fractal nature section.

The chemical conversion of the Bis-GMA/
TEGDMA system was determined under almost the
same irradiation conditions set for the PA experi-
ments, by using a (Nicolet spectrometer, model
510P). The detailed procedure is reported else-
where.7 The experiment was repeated five times on
independent samples to check reproducibility.

RESULTS AND DISCUSSION

As it is well known, network formation by free-radi-
cal polymerization of multiunsaturated monomers
displays special features of linear polymerization,
primarily the occurrence of autoacceleration (gel
effect). However, there are several differences arising
from the existence of more than one double bond in
the monomer molecule.34 Polymerization of divinyl

monomers, in particular, bulk photopolymerization
of acrylate-based resins such as Bis-GMA/TEGDMA
systems, involves linear chain growing, cyclation by
intramolecular crosslinking and network formation
by intermolecular crosslinking.
Chemical conversion of the Bis-GMA/TEGDMA

system was determined by FTIR, under almost the
same irradiation conditions set for the PA experi-
ments, by monitoring the concentration of double
bonds as a function of reaction time. Figure 3 shows
the photopolymerization average conversion of dou-
ble bonds as a function of time. Point A sets the be-
ginning of polymerization (t ¼ 0). Point B
corresponds to the onset of autoacceleration. During
Stage A–B, microgel formation occurs as well as
branching and intramolecular crosslinking. Autoac-
celeration causes a rapid increase in the polymeriza-
tion rate, Stage B–C. In this stage, intermolecular
crosslinking leads to network formation. At still
higher conversions the gel effect appears to stop and
the polymerization rate, Rp, reaches its maximum
value. Then the reaction proceeds with decreasing
rate, stage C–D, until vitrification is reached, > E.

Figure 2 (a) Typical temporal evolution of PA signals
obtained from a Bis-GMA/TEGDMA sample. Record 01 is
the PA initial response (before irradiating the sample with
visible light). Records 02–12 are the signals at different
relaxation times after a visible-light irradiation pulse of
1 s. (b) Sequential visible light pulses intervals were
between 14 � 2 min.

Figure 1 Scheme of the dynamic system used to obtain
the PA signals during the photopolymerization of Bis-
GMA/TEGDMA (see Refs. 40 and 41). BS, beam splitter,
PT, piezoelectric sensor.
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The kinetics of the photopolymerization reaction
depicted in Figure 3(a,b) will be discussed later, in
combination with the results of the fractal analysis.

The initial evolution of the PA signals, registered
just after irradiating the sample with a visible light
pulse of 1 s, Figure 2(a), did not provide much infor-
mation except for the arrival time (time of flight) as
a function of reaction time. Therefore, a more
detailed study of the evolution of the photoacoustic
signals was undertaken.

The arrival time of the PA signals as a function of
the reaction time of a Bis-GMA/TEGDMA sample
after a visible light pulse of 1 s is shown in Figure 4.
It is observed as a reduction in the arrival time of
the PA signals as the reaction moves forward. This
reduction is caused by an increase in the modulus of

elasticity. After irradiation, the reaction proceeded
for about 14 min and reached a conversion near to
40%.
The total arrival time curve, considering all se-

quential light exposures of the same sample is
depicted in Figure 5. In this case, the sample was
exposed to seven light pulses, each of 1 s. The time
between light exposures was �14 � 2 min.
The results obtained from each method (R/S, DA,

and DFA) used to study fractal development during
the curing reaction of Bis-GMA/TEGDMA are dis-
cussed later. The plots shown at the left side of Fig-
ures 6–8 show Log10 (R/S), Log10 (SD), and Log10

Figure 3 (a) Conversion (double bonds) as a function of
reaction time of a Bis-GMA/TEGDMA sample, in sequen-
tial exposures of visible light as shown in Figure 2(a). (b)
Fitted conversion curve and polymerization rate (RP) as a
function of reaction time.

Figure 4 Arrival times of the PA signals as a function of
the reaction time of a Bis-GMA/TEGDMA sample after a
visible light pulse of 1 s. Conversion of double bonds in
the first 1000 s is also shown.

Figure 5 Total arrival time curve for the photopolymeri-
zation of a Bis-GMA/TEGDMA sample exposed to a se-
quential train of irradiation pulses of 1 s each at room
conditions.
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(F(n)) as a function of box size, respectively. In each
plot, the PA signal acquired after the first pulse was
used. The plots shown at the right side of Figures 6–
8 show the intervals in which the scaling parameter
(<H> or <a>) was divided. For each set of points a
least square linear fit was performed.

Several slope changes were needed to follow the
profiles which each model generated. The oscilla-
tions observed at the end of the (R/S) and F(n) pro-
files are due to the used algorithm. and they are
revealed when the box size is too large.55 As it can
be observed, each one of these profiles show at least
three different slopes, that define the intervals (I, II,
III), indicating the presence of three different time
scales for the fractal description of the PA signal.

The changes in the slope tell us that there is an
<H> or <a> value for each interval; meaning the
existence of multiple scales. Therefore, these results
suggest the presence of multifractality.55

Next, the results of the three methods described
earlier, now considering all PA signals acquired dur-
ing the whole PP process, were obtained and com-
pared with the previous results of conversion of
double bonds, (g), as a function of photopolymeriza-
tion time.
The results obtained by the (R/S) method as a

function of time are shown in Figure 9 together with
conversion of double bonds, (g). Three tendencies,
almost linear in <H> as a function of time, are
observed, in the interval I <H> is almost constant,

Figure 6 (a) Classic rescaled range, (R/S), as a function of box size, s (b) Fit of Log10(R/S) in linear intervals I, II, and III,
in which the scaling parameter <H> was divided.

Figure 7 (a) Standard deviation, (SD), as a function of the size element, m, (b) Fit of Log10 (SD) in linear Intervals I, II,
and III, in which the scaling parameter <H> was divided.
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although Intervals II and III present high dispersion.
As the values <H> are more near to 0 than 0.5 indi-
cate long-term anticorrelated behavior. But, this is
because we consider that the PA signals would
behave as stationary fractal time series and there-
fore, as one observes in the Figure 9 the <H> plots
do not match with that of (g).

The results obtained by the DA method as a func-
tion of reaction time are shown in Figure 10(a). Two
lineal tendencies [Intervals I and II in Fig. 7(b)] can
be observed, as well as a nonlinear tendency (Inter-
val III) that varies as the reaction advances with a
profile more or less similar to that of conversion.
The Intervals I and II have a value of <H> near to
one, this indicates that the PP process have a long-
term correlation. This means that the PA signals
have components that behave stationary during the
PP process as it was indicated in the previous
method. The values of <H> from Interval III shows
a dynamical process and of course a component
nonstationary in the time series. In this fractal dy-
namics curve, it is possible to detect phase transi-
tions when they exist. For this reason, the derivative
of <H> and conversion, (g), curves were obtained
and compared to analyze similarities, they are
shown in Figure 10(b). The curve dg/dt corresponds
to the polymerization rate Rp, whereas the curve
d<H>/dt in interval III represents the Hurst Coeffi-
cient rate evolution. The Rp curve shows the
characteristic features of a free-radical photopolyme-
rization reaction in crosslinking systems (autoaccel-
eration, maximum Rp, and deceleration).34 The
d<H>/dt curve shows a sharp minimum, followed
by a maximum, shifted to the right with respect to
the point at which Rp reaches its maximum value.

The observed minimum in the d<H>/dt curve indi-
cates a structural transition, apparently occurring at
the autoacceleration stage.
The results obtained by the DFA method, Figure

11(a), also shows two lineal tendencies [Intervals I
and III in Fig. 8(b)] as well as a nonlinear tendency
(Interval II) that varies as the reaction advances with
a profile similar to that of conversion.
The Intervals I–III have a value of <a> bigger to

one, indicating long-term correlations. Under this
method, the PA signals almost no have components
that behave stationary during the photopolymeriza-
tion process. The values of <a> from Interval II

Figure 8 (a) Root mean square fluctuation, Log10 (F(n)), as a function of box size, (n), (b) Fit of Log10(F(n)) in linear inter-
vals I, II, and III, in which the scaling parameter <a> was divided.

Figure 9 Mean Hurst coefficient, <H>, as calculated by
the (R/S) method, and chemical conversion, (g), as a func-
tion of reaction time.
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shows a nonstationary dynamical process in the
behavior of the time series. To detect phase transi-
tions or states the derivatives of <a> and conversion
curves were obtained as mentioned earlier and com-
pared to analyze similarities, the curve d<a>/dt in
interval II represents the self-similarity parameter
rate evolution [Fig. 11(b)]. As also mentioned earlier,
the Rp plot shows the characteristic features of a free
radical photopolymerization reaction in crosslinking
systems. The d<a>/dt curve shows two minimums
followed by a maximum value of Rp, occurring
almost at the same reaction time that Rp reaches its
maximum value. The first minimum occurs at the
gelation time and second at the end of the autoaccel-
eration stage. These results are clear evidence that
both minimums in the d<a>/dt curve represent
structural transitions. From models of fractal analy-

sis, Kozlov et al.31–33 suggested a structural transi-
tion occurring at the gel point in crosslinking
systems.
According to our results, the DFA method,

depicted in Figure 11, properly describes both the
evolution of the photopolymerization reaction of Bis-
GMA/TEGDMA and its kinetic features. From these
results it is clear that the change in fractal nature
can be associated with the different stages occurring
during in the photopolymerization: microgel forma-
tion; network formation with a region of autoacceler-
ation and another region of deceleration; and
postcuring. Microgel formation occurs in a liquid
state of increasing viscosity, macrogel formation
occurs in sol state, and postcuring in vitreous state.
The results also show that during the photopoly-

merization reaction of Bis-GMA/TEGDMA at least

Figure 10 (a) Mean Hurst coefficient, <H>, as calculated by the (DA) method, and chemical conversion, (g), as a func-
tion of reaction time, (b) derivative of <H> and (g) as a function of time.

Figure 11 (a) Self-similarity parameter, <a>, as calculated by the (DFA) method, and chemical conversion, (g), as a func-
tion of reaction time, (b) derivative of <a> and (g) as a function of time.
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two state transitions occur: from homogeneous to
heterogeneous at the onset of the autoacceleration,
i.e., from viscous to a viscoelastic state (Point B in
Fig. 1), and from heterogeneous to homogeneous the
onset of vitrification, i.e., from viscoelastic to a vitre-
ous state (Point D in Fig. 1).

CONCLUSIONS

The fractal geometry concept has been introduced to
characterize photoacoustic signals acquired during
the photopolymerization of a methacrylate comono-
mer system induced by visible light. The dynamic
system used to obtain the photoacoustic signals
proved to be successful to monitor in situ the change
in physical properties during the polymerization
reaction of Bis-GMA/TEGDMA.

The multifractal nature during the photopolymeri-
zation of Bis-GMA/TEGDMA was resolved by R/S,
DA, and DFA.

In our opinion, the DFA method properly
describes: The evolution of the photopolymerization
reaction; the kinetic stages of the chemical reaction
(microgel, autoacceleration and deceleration); and
the state transitions occurring during the reaction. In
this method, the evolution of the self-similarity pa-
rameter also matches with the kinetics of conversion
of double bonds.
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