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We have studied the microscopic structure and thermodynamic properties of isotropic
three-dimensional core-softened model fluid by using extensive grand canonical Monte Carlo
computer simulations and Ornstein–Zernike integral equations with hypernetted chain and Rogers–
Young closures. Applied simulation tools permit to obtain insights into the properties of the model
in addition to available molecular dynamics data of other authors. We discuss equation of state in the
density–chemical potential projection and explore the temperature dependence of the chemical
potential along different isochores. The limits of the region of anomalous behavior of the structural
and thermodynamic properties are established by investigating derivatives resulting from the
equation of state, pair contribution to excess entropy, and translational order parameter. Besides, we
evaluate the dependence of the heat capacity on temperature and density. The microscopic structure
is discussed in terms of the pair distribution functions and corresponding structure factors. We have
established that the hypernetted chain approximation is not successful to capture the region of
anomalies in contrast to Rogers–Young approximation, but is very accurate for high fluid densities.
Thus we have studied the onset for crystallization transition within this theoretical framework.
Moreover, using the replicated Ornstein–Zernike integral equations with hypernetted chain closure,
we explore the possibility of glass transition and described it in terms of transition density and
chemical potential. © 2009 American Institute of Physics. �DOI: 10.1063/1.3125930�

I. INTRODUCTION

The microscopic description of the properties of water
and aqueous solutions is far from being completed in spite of
much effort during past decades. Several peculiarities de-
nominated as anomalies of the structural, thermodynamic,
and dynamic properties of water have been reported in lit-
erature, see, e.g., Refs. 1–5. In particular, the density, the
heat capacity anomaly, and the behavior of the diffusion co-
efficient have been discussed together with the evolution of
the microscopic structure described in terms of the pair dis-
tribution functions. It has been well documented that the dif-
fusivity of liquid water increases with increasing pressure in
a certain window of thermodynamic states. This behavior has
been attributed to the competition between the local ordered
tetrahedral structure of the shell of first neighbors around a
given molecules and possible distortions of the structure of
the first and second shell. The local ordered structure under
increasing pressure changes due to the breaking of hydrogen
bonds, the second neighbors possibly penetrate the first shell.
Weakening of intermolecular bonding results in a higher mo-

bility. Some other tetrahedrally bonded molecular liquids,
besides water, also exhibit thermodynamic and dynamic
anomalies.5,6 In particular, the density anomaly has been ob-
served experimentally and in simulations for a quite wide
class of fluids, see, e.g., references in Ref. 7. It was argued
that some anomalies for some specific fluids have relevance
to the possibility of the existence of a second critical point
between two liquid phases, besides common vapor-liquid
critical point.8

Several models for intermolecular interaction potentials
have been proposed to describe adequately fluid systems
with anomalies. In the particular case of water, it has been
shown, by using molecular dynamics simulations for the
SPC-E model, that the model possesses several anomalies. In
particular, the structurally anomalous region of states en-
globes the diffusion and density anomaly region.3,9

Much simpler isotropic model potentials have been de-
veloped to understand the physics behind liquid state anoma-
lies, see, e.g., Refs. 10–14. In particular, the core-softened
potentials are characterized by a repulsive core and an addi-
tional region of softer repulsion where the slope dramatically
changes with respect to the core. This special region can
have a form of a repulsive shoulder or a ramp. A model soft
ramplike interparticle interaction with continuous potential
and force has been proposed and tested in very recent
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works.10,11 These authors have used molecular dynamics
simulation and integral equations theory to show that the
model exhibits structural, density, and dynamic anomalies.

The principal objective of the present work is manifold.
First, we would like to investigate the microscopic structure
and thermodynamic properties of the fluid model with spe-
cific soft-core interaction by means of grand canonical
Monte Carlo �GCMC� simulation and integral equations
method, in particular, in view of its anomalous behavior in a
certain region of thermodynamic states. The applied simula-
tion method provides exact data for the pair distribution
functions, internal energy, equation of state in the chemical
potential–density plane and heat capacity. The GCMC data
for the bulk model are of interest because they permit to
localize the region of structural and thermodynamic anoma-
lies. Besides, they serve as a benchmark to test theoretical
approaches. On the other hand, computationally much less
expensive integral equations yield approximate results for
the above mentioned properties. We explore here the hyper-
netted closure and Rogers–Young �RY� approximation to the
Ornstein–Zernike �OZ� equation. A detailed comparison of
the results from simulation and both theoretical approaches
is performed. Consequently, we evaluate accuracy of ap-
proximate theories in the entire thermodynamic region of
fluid states, and specifically in the region of anomalous be-
havior of the system. Moreover, we can answer the question
which theoretical approach is better to study the soft-core
system in the ample region of density and at different tem-
peratures. We are interested to investigate the onset for crys-
tallization and glass transitions in high density region. Our
methods intrinsically involve the notion of chemical poten-
tial, we analyze the equation of state in terms of the chemical
potential, fluid density, and temperature, Thus, previous mo-
lecular dynamics studies of the dependence of pressure on
temperature and density are now extended to another projec-
tion. Moreover, we pay most attention to the region of rather
low temperatures, in contrast to previous studies.10,11,15 Our
results are helpful in a wider context, in particular they can
be used for future studies of the present core-softened and
other models exhibiting anomalies under confinement, spe-
cifically in pores and in disordered porous media. First ef-
forts in this direction have been undertaken by us recently.16

II. THE MODEL AND COMPUTATIONAL METHOD

The model fluid in question consists of particles that
interact via isotropic core-softened potential,10,11

uf f�r� = 4� f��� f/r�12 − �� f/r�6� + a� f exp�− � r − r0

� f
�2� ,

�1�

where � f and � f denote the diameter and the interaction en-
ergy, respectively. These parameters serve as the length and
energy units in what follows. The values of other constants in
the potential are taken according to previous studies of this
bulk model,10,11 namely, a=5 and r0 /� f =0.7. Under this
choice the role of attractive interactions is practically negli-
gible, i.e., the potential has a very small attractive well.

Let us proceed to the theoretical background. As com-
mon in the theory of homogeneous fluids, we employ the
method of integral equations. The OZ equation for the pair
correlation function reads

hf f�r12� − cf f�r12� = � f	 dr3hf f�r13�cf f�r32� , �2�

where hf f�r� and cf f�r� denote the pair correlation function
and the direct correlation function, respectively. The fluid
density is � f. The OZ equation must be supplemented by the
closure relations. According to the purposes of our study we
have chosen to use the hypernetted chain �HNC� closure,

1 + hf f�r� = exp�− �uf f�r��exp�hf f�r� − cf f�r�� , �3�

��=1 /kT� and the RY closure,

1 + hf f�r� = exp�− �uf f�r���1 +
exp�� f f�r�f�r�� − 1

f�r� � , �4�

where � f f�r�=hf f�r�−cf f�r� and f�r� is the mixing function,
f�r�=1−exp�−�r�. This closure requires a choice of the
value for an adjustable parameter � from the equality of
pressures from the virial and compressibility routes, see, e.g.,
Ref. 11.

It is important to mention that the HNC closure provides
the possibility to obtain the chemical potential straightfor-
wardly from the correlation functions and to compare theo-
retical results with grand canonical computer simulation
data. However, it has been documented that the HNC does
not yield the density anomaly for the particular core-softened
model in question.10,11 Nevertheless, this closure has been
used in the analysis of the structural peculiarities of the
model as functions of fluid density and temperature in terms
of the structural order parameter.15

The HNC closure does not contain any adjustable pa-
rameter and is quite simple. However, it is not thermody-
namically self-consistent, i.e., the virial and compressibility
routes yield, for example, different values for pressure at the
same thermodynamic state. On the other hand, the RY clo-
sure is self-consistent by construction. It was shown11 that
the RY closure is qualitatively correct in describing the den-
sity anomaly. The structural properties provided by this clo-
sure have not been tested in detail with respect to computer
simulation data to our best knowledge. However, this closure
does not provide the chemical potential straightforwardly.
Consequently, it is not feasible to extend this approximation
to inhomogeneous fluids. In such studies the concept of
chemical potential must be used intrinsically. We resort to
grand canonical Monte Carlo method to test both closures
critically. Thermodynamic results in the framework of ap-
proximations given above follow from the pair distribution
function, gf f�r�=hf f�r�+1.

We are convinced and try to show below that some
modifications of applied closures are necessary in future de-
velopments to obtain better description of the structural
properties of primordial importance. Then, better description
of thermodynamics could be reached as well. This possibility
has not been explored in the present work, however.
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The grand canonical Monte Carlo simulations in this
study were performed by using standard routine.17 We simu-
lated the systems in a cubic box of the size L�L�L with
periodic boundary conditions in all directions. The linear size
of the system L /� was taken equal to 14 at high temperatures
whereas at low temperatures we have performed calculations
by using larger box, L /�=20, because the length of correla-
tions increase with decreasing temperature. The equilibrium
states were usually reached after 2�105 steps per atom. The
averages were calculated over the next 7�105 steps. To
avoid correlations between subsequently generated states, the
sampling of averages was carried out at the intervals of
103 steps.

The output of simulations is given in terms of the depen-
dence of density on the chemical potential at a given tem-
perature. We have also calculated the heat capacity from the
fluctuations of the Hamiltonian, H=U−N�, where U is the
potential energy of the system involving N particles. The
configurational heat capacity per unit volume is then given
by

cv = �
H2� − 
H�2�/�VkBT2� . �5�

Besides, the pair distribution functions are obtained. We do
not put emphasis on the available data for internal energy on
the chemical potential in our analysis below, those will be
used to explore the energy route to thermodynamics in a
separate work.

On the other hand, the principal output coming from
integral equations is given in terms of the distribution func-
tions gf f�r�. Then, the structure factor is calculated straight-
forwardly from the Fourier transform of the pair correlation
function

S�q� = 1 + � f � hf f�q� . �6�

The structural order parameter is described by the pair con-
tribution to excess entropy15,18 �we use the same notation as
in Ref. 15�,

s2/kB = − 2	� f	
0




drr2gf f�r� � ln�gf f�r�� − hf f�r� . �7�

Moreover, the translational order parameter,10 t,

t =	 �gf f�x� − 1�dx �8�

is explored �x=r� f
1/3�.

In addition, we obtain the reduced heat capacity per par-
ticle in the HNC and RY approximations by using general
expression19

cV = 2	� f	 drr2gf f�r��uf f�r���uf f�r� − �
���r�

��
� , �9�

where ��r�=hf f�r�−cf f�r�+Bf f�r� and Bf f�r� is the bridge
function determined by the closure used �Bf f�r�=ln�1
+hf f�r��+�uf f�r�−hf f�r�+cf f�r��,

cV =
cv

NkB
−

3

2
. �10�

Note that the heat capacities from Eqs. �5� and �9� differ by
the normalization constant �while the former is calculated
per unit volume, the latter is normalized by the average num-
ber of particles�. A detailed comparison of the properties
coming from integral equations and computer simulations is
provided below.

Finally, we define the reduced units used in this work.
The reduced temperature, density and the chemical potential
are defined as follows, Tf

�=kBT /� f, � f
�=� f� f

3, and ��=� /� f.
Moreover, the reduced distance is r�=r /� f and s2

�=s2 /kB.

III. RESULTS AND DISCUSSION
OF THE FLUID PHASE

We begin with a brief discussion concerning comparison
of our results and those obtained previously for the model in
question.10,11,15 First, our calculations confirmed that the
compressibility and virial pressures calculated from the pair
distribution function following from the HNC closure do not
exhibit anomalous behavior along isochores for all densities
studied. However, the RY closure to the OZ equation leads to
the density anomaly, as already discussed by de Oliveira et
al.11 In contrast to the works of de Oliveira et al., our RY
calculations were carried out assuming equality of the pres-
sures from the virial and compressibility routes. However,
the results are qualitatively similar.

The isochores calculated by us possess minima in the
range of densities 0.12� f

�0.19. This range is wider than
that evaluated by de Oliveira et al.,11 who found that density
anomalies appear for 0.12� f

�0.14.
We have also verified the results of our calculations by

comparing the structural order parameter s2
� �see Eq. �7��

evaluated using the pair correlation function resulting from
the HNC closure with the results reported in Fig. 4 of the
recent work of Krekelberg et al.15

Figure 1�a� shows the dependencies of the fluid density
on the chemical potential at two relatively high temperatures,
Tf

�=1.0 and 0.5, as well as at low temperature, Tf
�=0.1.

Simulation data are displayed as symbols, and the HNC re-
sults are given by lines. The HNC results for the chemical
potential were obtained from the expression explored in sev-
eral works, see e.g., Ref. 20,

�� = − � f	 drcf f�r� +
1

2
� f	 drhf f�r��hf f�r� − cf f�r�� .

�11�

At high values of the chemical potential all the isotherms
are almost linear and the differences between them become
smaller and smaller when the chemical potential increases.
This serves as manifestation of negligible effects of attractive
interaction and of the soft ramp repulsion in comparison to
the predominant effect of the repulsive core of the Lennard-
Jones potential. At lower chemical potential values the
curves � f

� versus �� are nonlinear. The nonlinearity is only
marginal at higher temperatures, but increases with tempera-
ture decrease and at Tf

�=0.1 the isotherm is strongly nonlin-
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ear at low values of the chemical potential. However, we
have observed that the isotherms change inclination at low
temperatures. Thus, it is of interest to explore the behavior of
d� f

� /d�� in more detail.
We have found that in the case of simulation data the

derivative d� f
� /d�� is high at low ��, next it decreases with

an increase of �� and then grows again �Fig. 1�b��. For
the moment, we just call the region of density between the
minimum and maximum of the derivative as the region
of anomaly coming from isotherms and will return to the
analysis of the limits of this region below, after obtaining
other properties, particularly the order parameters given by
Eqs. �7� and �8�.

It is worth to comment that the overall agreement be-
tween the � f

� versus �� isotherms evaluated from the HNC
approximation and simulations is quite reasonable. However,
larger disagreement can be seen at low temperature, espe-

cially within the density region, where the density anomaly
has been reported.10,11 In order to get a more profound in-
sight into the performance of the HNC approximation, in
Fig. 2 we present a comparison of GCMC and HNC data for
the changes of the chemical potential on temperature along
different isochores. For � f

�=0.09 and � f
�=0.175 �both these

values are outside of the density anomaly region according to
Refs. 10 and 11� computer simulations predict that the
chemical potential grows with decreasing temperature,
reaches a maximum around Tf

�0.25 and then decreases
with decreasing temperature. Inside the region of density
anomaly, e.g., for � f

�=0.127, the chemical potential monoto-
nously grows with decreasing temperature. For two densities
outside the anomaly region the HNC results agree qualita-
tively with simulations. In contrast, at � f

�=0.127 the HNC
fails to follow simulation data qualitatively.

On the basis of the GCMC data we can make a rough
estimate for the anomalous behavior region of the �� versus
Tf

� dependence �in which the curves lack maximum� yielding
0.125� f

�0.140. Actually, there exist some imprecision in
these data, because the chemical potential is the control vari-
able in simulations from which the fluid density results.
Moreover, one needs to perform simulations of many iso-
therms at different low temperatures using fine temperature
resolution. We have been satisfied to establish estimate for
this interval using chemical potential variable and observe
approximate coincidence with the density anomaly region
evaluated from the canonical ensemble MD simulations.11

The microscopic structure and its evolution in the space
of external parameters determine thermodynamics and influ-
ences dynamic properties of the model as well. Perfect agree-
ment between theory and simulation at the level of micro-
scopic structure would guarantee an accurate prediction of
thermodynamic properties. In four panels of Fig. 3 we show
the pair distribution functions �pdfs� coming from GCMC
simulations �symbols�, from the HNC approximation �solid
lines� and the RY self-consistent closure �dashed lines�. All
these data were obtained at an intermediate temperature, Tf

�

=0.2. The simulations predict growth of the principal maxi-
mum of the pdf at r�2.0, if the fluid density increases up to
a certain value. Next, with further increase in the density, the
maximum begins to decrease in expense to the appearance
and growth of the maximum at smaller interparticle separa-
tion, r�1.0. These trends result in changes in the average
number of particles in the coordination shells around a cho-
sen particle.

Similar behavior was emphasized recently in Ref. 15 at
the same and slightly higher temperatures for the data com-
ing from MD simulations and the HNC closure. We would
like to stress that the RY approximation describes the princi-
pal maximum of the pdf very well until the density reaches
the value � f

�0.10. Moreover, it predicts well initial stage of
the development of an additional maximum at a smaller in-
terparticle distance, cf. Figs. 3�a� and 3�b�. In the investi-
gated range of densities, the HNC results are worse compar-
ing to the RY data. The HNC approximation overestimates
the height of the maximum at small separation and underes-
timates the height of the principal and the following maxima
of the pdf. In contrast, at high fluid densities �Figs. 3�c� and
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FIG. 1. �Color online� �a� Equation of state in terms of the dependence of
fluid density on the chemical potential. The GCMC data are given as sym-
bols whereas the lines come from the HNC closure. Circles and solid line
are for Tf

�=1.0, squares and the short-dashed line are for Tf
�=0.5 whereas

triangles and dashed-dotted line are for Tf
�=0.1, respectively. �b� The deriva-

tive d� f
� /d�� from simulations �the nomenclature of lines is given in the

figure� and from the HNC approximation at lowest temperature considered,
Tf

�=0.1.
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3�d��, the HNC closure performs better in comparison to
more sophisticated RY approximation. In particular, at the
highest density studied here, � f

�=0.20, the HNC reproduces
the heights and the positions of all the maxima of the pdf.
Small discrepancies between GCMC data and HNC results
are observed for the first pdf maximum, if the density is
close to the upper limit of the density anomaly range,
� f

�0.14.
More demanding tests of the pdfs are given in Fig. 4.

The calculations were carried out at lower temperature, Tf
�

=0.15. In this case we observe that the RY closure repro-
duces reasonably well the microscopic structure at the den-
sity inside the region of anomaly, � f

�=0.125, while the HNC
result is much worse �cf. Fig. 4�a��. At two higher densities
the HNC approximation provides better agreement with
simulation data than the RY closure �see Figs. 4�b� and 4�c��.

It would be seducing to evaluate the bridge function
from a wide set of simulation data and then parametrize it in
order to develop a more sound approximation for the micro-

scopic structure. This issue, however, would require further
efforts, together with the application of more sophisticated
and thermodynamically self-consistent closures for the OZ
equation, possibly at the level of the second-order OZ inte-
gral equation. From above presented results we see that nei-
ther RY nor HNC are perfect in predicting the microscopic
structure of the system.

Nevertheless, we next calculated the structural order pa-
rameter s2

�, �cf. Eq. �7�� that describes the pair correlation
contribution to the fluid excess entropy15,18 from two theo-
retical approaches involved, HNC and RY �Fig. 5�a��. The s2

�

changes can be also obtained from the simulation data, see
e.g., Ref. 15. We performed calculations by using the pair
distribution functions from our GCMC simulation �Fig.
5�a��. The weak and strong features of approximate theories
can be seen explicitly.

The relevant plots are shown for different temperatures
in Fig. 5�a�. At low densities the results coming from the
HNC and RY approximations flow together and do not devi-
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FIG. 2. Temperature dependence of the chemical potential for the bulk core-softened model fluid at constant fluid density. The GCMC data are filled symbols
joined by short-dashed lines for better visualization. The HNC results are shown as solid lines with empty symbols. �a�, �b�, and �c� are for the fluid density
� f

�=0.09, 0.127, and 0.175, respectively. �d� contains the GCMC data solely. The circles, squares, diamonds, and triangles are for the fluid density � f
�

=0.135, 0.14, 0.145, and 0.15, respectively.
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ate much from computer simulation data. At high densities,
e.g., � f

�0.20, both approximations involved predict qualita-
tively similar behavior, but it can be seen that the HNC per-
forms better, in particular at low temperatures. However, the
deficiency of the HNC is manifested at intermediate densi-
ties. Here, the RY results better reproduce trends observed
from analysis of computer simulation data. The region of
densities corresponding to the � f—anomaly in which

� ��− s2
��

�� f
� �

Tf
�

� 0 �12�

is at each temperature narrower for the HNC approximation
than for the RY closure. Actually, the HNC underestimates
the width of the region of anomalous behavior whereas the
RY closure overestimates it. Moreover, the amplitude of s2

�

changes within this region is much smaller when the HNC
approximation is involved.

The GCMC pdfs can be used to obtain the translational
order parameter t, given by Eq. �8�, Fig. 5�b�. Our results
agree with previously reported data of MD approach.10 In

addition, we performed calculations at lower temperatures
and observed that the amplitude of variation of the order
parameter increases, whereas the width of the region of
anomaly slightly decreases when the fluid temperature de-
creases.

Now, we would like to summarize our observation con-
cerning the location and width of the region of anomalies in
thermodynamic plane. Such an insight is provided in Fig.
5�c�. The circles and dashed line joining them show the bor-
ders of density anomaly region coming from the behavior of
the derivative d� f

� /d��, cf. Fig. 1�b�. The squares describe
limits of the region of anomaly according to the extrema of
the translational order parameter, t. Finally, the stars follow
from the data shown for s2

� changes with density in Fig. 5�a�.
The width of anomalous region is very similar from all three
criteria at low temperatures around Tf

�0.1. At high tem-
peratures the lower border of the anomalous region is also
quite similar if one involves different sets of results, whereas
the upper border extends to higher densities if one applies
criterion of translational order parameter t, comparing to
other criteria, d� f

� /d�� and s2
�. The observed picture closely
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FIG. 3. A comparison of the GCMC results for the pair distribution function �filled circles� with theoretical predictions from the HNC �solid lines� and RY
�dashed lines� approximations at Tf
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resembles what has been discussed using MD data but in-
volves our own GCMC simulations and results for the
chemical potential.

Now, we are able to establish a certain link of the present
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to the following values of the chemical potential �approximate fluid
density is given in parenthesis� ��=8.6�� f
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FIG. 5. �Color online� �a� The density dependence of the reduced pair ex-
cess entropy from the RY �lines� and HNC �the same type of lines marked
with symbols� approximations at Tf

�=0.5 �solid lines and circles�, Tf
�=0.2

�short-dashed lines and squares�, Tf
�=0.15 �dashed-dotted lines and tri-

angles� and Tf
�=0.1 �double dashed-dotted lines and rhombs�, respectively.

Solely empty symbols show the results obtained by integrating the distribu-
tion functions from GCMC simulation for each temperature in question. �b�
The dependence of the value for translational order parameter on fluid den-
sity from computer simulated distribution functions. The solid, dotted,
dashed, dotted-dashed, double dotted–dashed, and double dashed–dotted
lines are for Tf

�=0.1, Tf
�=0.15, Tf

�=0.2, Tf
�=0.25, Tf

�=0.3, and Tf
�=0.5, re-

spectively. �c� The region of anomalous behavior in the temperature-density
plane from computer simulations. Circles result from extrema of the deriva-
tive d� f

� /d��, cf. Fig. 1�b�, squares are plotted by using extrema of the order
parameter, t, cf. �b� of this figure, stars correspond to extrema of the s2

�

values, cf. �a� of this figure and finally triangles show the region inside
which the density derivative of the heat capacity is negative. Lines are given
to guide an eye.
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observations and the results for the dependence of chemical
potential on temperature at different fluid densities, cf. Fig.
2. Namely, we see that if the density is inside the anomalous
region the ���Tf

�� does not show maximum. In contrast, the
presence of maxima on this dependence signalizes that the
fluid density crosses either the lower border of anomalous
region or its upper border. In fact, we can apply the chain
relation to obtain

�d��/dTf
���f

� = �d��/d� f
��Tf

��d� f
�/dTf

����. �13�

The left hand side is zero for the set of densities delimiting
the anomaly region, cf. Fig. 2 and is nonzero for the densities
inside the anomaly region. Also, we have observed that the
derivative �d� f

� /d���Tf
� has extrema but is nonzero for the

entire range of temperatures studied, cf. Fig. 1�b�. Thus, the
zero values of the left hand side of the above equation really
can be attributed to the borders of anomalous region because
the derivative �d� f

� /dTf
���� has the same meaning and is

closely related to �d� f
� /dTf

��P. However, to use such criteria
for establishing borders of anomalous region requires a big
amount of simulation data.

Our previous considerations have been concerned with
simulation data and theoretical results that involve solely in-
tegration of the pair distribution functions at a given thermo-
dynamic state. One of the most stringent tests of the accuracy
of integral equation results is provided if one attempts the
calculation of heat capacity. In the course of the GCMC
simulation we have calculated the fluctuations of the Hamil-
tonian of the system, cf. Eq. �5�. On the other hand, reduced
heat capacity can be obtained in the framework of theoretical
approaches according to Eq. �9�. This expression involves
temperature derivative of the correlation functions, however.

Heat capacities �normalized by the volume, cV� f
�, from

simulations and two theories involved are given in Fig. 6. We
observe that the heat capacity begins to exhibit peculiar be-
havior in the region of temperatures below Tf

�0.20 �Fig.
6�a��. There is a qualitative agreement between two theories
and simulation only at high temperature, e.g., Tf

�=0.5. For all
lower temperatures the theories follow computer simulation
results only at low densities. Both theoretical approaches fail
to describe the heat capacity. However, inspecting such a
disappointing picture one can claim that the RY closure is
slightly better comparing to the HNC approximation at inter-
mediate densities. These trends are in agreement with our
observations concerning the behavior of s2

��� f
�� from the

HNC and RY closures in the anomaly region. The discrep-
ancy of theoretical results with respect to simulation data can
be intuitively explained as follows. The HNC approach is not
thermodynamically self-consistent. On the other hand, the
RY approach reaches consistency through fitting the virial
and compressibility pressures. If one would require stronger
consistency involving energy route to thermodynamics, then
better results for the properties determined by temperature
derivatives should be reached. This issue must be explored in
more detail. Nevertheless, computer simulations clearly
show that the region where dcV

� /d� f
� is negative is much nar-

rower than the anomalous regions coming from other criteria
both at low and at high temperatures, cf. Fig. 5�c�.

Due to negligible effects of attractive interaction in the
model with the chosen set of parameters, the liquid-vapor
transition does not occur.21,22 However, when the density in-
creases and/or the temperature decreases, the fluid can trans-
form either into a glass or a solid. A rough estimate of the
conditions leading to such phases can be obtained by inspect-
ing the behavior of the structure factor. Namely, according to
the empirical Hansen–Verlet criterion, a liquid crystallizes
when the structure factor at its highest maximum attains the
quasi-universal value 2.85. It is worth mentioning that this
criterion has been deduced from the behavior of the fluid of
hard spheres. The behavior of the structure factor at high
fluid densities has been investigated recently for a Gaussian
core model.23 However, a Gaussian core potential is bounded
in contrast to the unbounded interaction of this study given
by Eq. �1�. The Gaussian model, in spite of absence of a hard
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FIG. 6. The dependence of the reduced heat capacity �normalized by vol-
ume� on fluid density from the GCMC simulation �symbols� and HNC �solid
lines� and RY �dashed lines� approximations. �a� Tf

�=0.5—circles
Tf

�=0.2—squares. �b� Tf
�=0.15—circles and Tf

�=0.1—squares. In part b the
lines are marked by empty symbols to visualize correspondence to the
GCMC data better.
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core, shares some similarity with the model in question due
to slowly decaying repulsion that extends to quite large dis-
tances between particles. Interestingly, the Gaussian core
model is characterized by a set of anomalies �elucidated by
Monte Carlo simulations�.24 On the other hand, it is known
that the models with bounded interactions are characterized
by peculiarities in the region of high densities. Namely, the
clustering transition and re-entrant melting have been
observed.25,26

Let us proceed now to the description of the behavior of
the structure factor. Having confidence in the quality of the
HNC approximation at high densities �cf. Figs. 3�d�, 4�c�,
and 5�a��, we apply this closure to evaluate the structure
factor. The relevant results are given in Figs. 7 and 8. At an
”intermediate” temperature, Tf

�=0.2, the structure factor is
characterized by growing first maximum and developing os-
cillations if the density grows from � f

�=0.05 to � f
�0.20, see

Fig. 7�a�. Next �Fig. 7�a��, the height of the first maximum at
Q3.2 saturates, and then it starts to decrease with further
increase of fluid density. The amplitude of oscillations at
higher wavevectors increases with density in the entire range
of densities shown in this figure. The second maximum is
located at Q6.5. Further increase of density �Fig. 7�b��
results in decreasing the first maximum, whereas the second
maximum shifts slightly, it is located at Q6.75 at a highest
density studied. The second maximum strongly grows up and
overcomes the value of 2.85 at � f

�0.76, see Fig. 7�b�. The
distance between subsequent maxima on the structure factor
is Q5. The pdfs describing the evolution of the structure at
high densities and growth of the number of nearest neighbors
are shown in Fig. 7�c�. We observe that when the height of
the first peak of the structure factor overcomes 2.85, the cor-
responding microscopic structure in terms of the gf f�r� is
characterized by a very high first maximum and well-
pronounced maxima for the second, third, fourth, and even
fifth coordination shells. All these maxima are separated by a
distance approximately equal to � f.

The trends observed for a lower temperature, bear some
similarity to discussed above but exhibits certain important
differences, cf. Figs. 8�a�–8�d� for the case Tf

�=0.1. In the
region of low densities the first maximum of the structure
factor at Q3.2 again saturates, but its height becomes
higher than the value 2.85 at the density around � f

�0.20,
Fig. 8�a�. The second maximum is well developed and is
separated by the distance Q3 from the first one. The dis-
tance between the second and much less developed third
maximum of the structure factor is of the order Q6 at a
highest density in this panel, � f

�0.20. The corresponding
changes in the structure in r-space are shown in Fig. 8�b�.
The first and second peaks of the pdf are quite high. One can
argue that such behavior resembles the formation of a small
“cluster” of particles. There is no maximum at r3 in con-
trast to our observation of the structure in Fig. 7�c�. How-
ever, due to the oscillations of the structure factor, i.e., from
the existence of the second and third maxima at these con-
ditions, we can argue that there exist some trends to ordering
of these clusters at large-distance scale.

At still higher densities, Fig. 8�c�, the behavior of the
structure factor is similar to that in the discussion of Fig.

7�b�. In the region of higher densities the first peak of the
structure factor decreases after saturation, whereas the sec-
ond peak grows and overcomes the quasiuniversal value of
the Hansen–Verlet criterion 2.85 at � f

�0.62. As at a higher
temperature, Tf

�=0.2, this second maximum is located at Q
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FIG. 7. �Color online� The density dependence of the structure factor �pan-
els �a� and �b�� and pdf �panel �c�� from the HNC approximations at Tf

�

=0.2. �a� The solid, short-dashed, dashed-dotted, and double dashed–dotted
lines are for the fluid density � f

�=0.05, 0.10, 0.20, and 0.25, respectively. �b�
The solid, short-dashed, dashed-dotted, and double dashed–dotted lines are
for the fluid density � f

�=0.30, 0.55, 0.65, and 0.76, respectively. �c� gf f�r� for
� f

�=0.30 �solid line�, 0.40 �dashed line�, 0.50 �dashed-dotted line�, and 0.76
�dots�, respectively.
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6.75. Again, the distance between the second and well-
pronounced subsequent maxima �third, fourth, etc.� approxi-
mately is Q5. The corresponding structure in the r-space is
shown in Fig. 8�d�. It closely resembles the structure in Fig.
7�c�, i.e., the presence of at least five coordination shells
separated by approximately constant distance � f. So, the
principal difference between the structures observed at a
higher �Figs. 7�b� and 7�c�� and lower �Figs. 8�a�–8�d�� tem-
peratures is that in the latter case an “intermediate” ordering
of small clusters is observed prior to the formation of crystal-
like order if one accepts the Hansen–Verlet criterion. Also,
one must take into account not only the height of the first
maximum of the structure factor but also its position while
interpreting observed structures according to this criterion.

Possible crystallization and relevant structures of solid
phases of the core-softened fluid should be explored in fur-
ther detail by applying a wider set of available criteria simi-
larly to Ref. 27 as well as by performing specifically focused
computer simulations including analysis of the two-
dimensional systems of this sort.

IV. GLASS PHASE OF THE CORE SOFTENED MODEL

In the final part of this work we would like to include
theoretical analysis of the conditions at which the core-
softened model in question transforms into a glass phase.
This issue is of interest on its own and has not been explored
so far. Moreover, theoretical developments presented below
are intrinsically related to the method of integral equations
and specifically to the hypernetted chain approximation de-
scribed above. The approach we use here has been proposed
first in Refs. 28 and 29 and applied to study glass phase
formation in the fluid of hard spheres. Only the final ingre-
dients of the theory are given below, the reader is referred to
original publications28,29 for a comprehensive explanation.

The principal idea is to explore the configurational ex-
cess entropy of the system at glass formation in terms of the
effective potential. The effective potential follows from the
overlap function describing relative “distance” between dif-
ferent configurations in the phase space.

Technical aspects of the final stage of the theory can be
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FIG. 8. �Color online� The same as in Fig. 7, but at Tf
�=0.1. �a� The solid, short-dashed, dashed-dotted, and double dashed–dotted lines are for the fluid density

� f
�=0.05, 0.10, 0.15, and 0.20, respectively. �b� gf f�r� for the same densities as in part a �the nomenclature of lines as in part a�. �c� The solid, short-dashed,

dashed-dotted, and double dashed–dotted lines are for the fluid density � f
�=0.30, 0.40, 0.50, and 0.62, respectively. �d� gf f�r� for the same densities as in �c�

�the nomenclature of lines as in part �c��.
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resumed as follows. The principal task of the approach is to
solve the replicated OZ �ROZ� integral equations,

h00�r12� − c00�r12� = �0	 dr3c00�r13�h00�r32�

+ s�1	 dr3c01�r13�h10�r32� , �14�

h10�r12� − c10�r12� = �0	 dr3c10�r13�h00�r32�

+ �1	 dr3�c11�r13�

+ �s − 1�c12�r13��h10�r32� , �15�

h11�r12� − c11�r12� = �0	 dr3c10�r13�h10�r32�

+ �1	 dr3c11�r13�h11�r32�

+ �s − 1��1	 dr3c12�r13�h12�r32� ,

�16�

h12�r12� − c12�r12� = �0	 dr3c10�r13�h10�r32�

+ �1	 dr3c11�r13�h12�r32�

+ �1	 dr3c12�r13�h11�r32�

+ �s − 2��1	 dr3c12�r13�h12�r32� ,

�17�

where s+1 is the number of replicas of the fluid system. The
method is quite similar to the approach developed by Given
and Stell30–32 for the description of fluids in quenched matri-
ces. The limit s=0 is taken before solving Eqs. �14�–�17�.
The ROZ equations are supplemented by the HNC closure in
the form

1 + hij�r� = exp�− �uij�r��exp�hij�r� − cij�r�� , �18�

where i , j take values 0,1 and 2. The subindices in the cor-
relation functions denote that particles belong to a distin-
guished replica 0, or equivalent replicas 1 and 2. Moreover,

u00�r� = u11�r� = uf f�r� ,

u10�r� = u01�r� = �w�r� , �19�

where w�r� is taken similar to the original developments28,29

in the form

w�r� = 1, r � 0.3� f ,

�20�
w�r� = 0, r  0.3� f .

The energetic parameter � /kBT describes coupling �ei-
ther attraction or repulsion dependent on the sign of �� be-
tween the “reference” configuration of the fluid system cho-
sen as replica with the number 0 and configurations
corresponding to other replicas. The distinguished �s=0� and
all other replicas are at the same density �0=�1=� f. The
overlap function is defined as follows:

q��� = 4	�1	
0




drr2g10�r�w�r� . �21�

The glassy behavior of the system is associated with noncon-
vexity of the effective potential V�q�,

V�q� = 	
a

q

dq���q�� , �22�

where the lower limit of integration, a, is a constant chosen
for convenience of calculations. The nonconvexity of V�q� in
turn is related to the existence of multiple solutions of the
function q��� at vanishing and zero coupling �→0. In the
fluid phase q��� is a single valued function, the effective
potential V�q� has minimum at �1�dxw�x� corresponding to
the absence of any structure of the function g10�x� or in other
words this function equals unity for all values of its argu-
ment. A strong coupling � leads to the attraction of a system
toward the reference configuration �the replica 0� and forces
the function g10 to acquire certain structure. Similar trends of
behavior are expected for the function g12.

When the system approaches glass transition conditions,
a solution of the ROZ/HNC will exist in which both func-
tions g10�r� and g12�r� will have very pronounced structure
even at zero coupling �=0. This discussion actually is bor-
rowed from Refs. 28 and 29 to make things clearer for the
reader. On the other hand, we will show just now that addi-
tional insights into glass transition for the model in question
�as well as for previously studied fluid of hard spheres� can
be obtained besides resorting to the notion of effective po-
tential. These additional insights follow from the application
of the expression for the chemical potential of the replicated
system in the ROZ/HNC approximation33

��1 = − �0	 drc00�r� − �1	 dr�c11�r� − c12�r��

+
1

2
�0	 drh10�r��h10�r� − c10�r��

+
1

2
�1	 drh11�r��h11�r� − c11�r��

−
1

2
�1	 drh12�r��h12�r� − c12�r�� . �23�

Let us proceed to the numerical results. The ROZ/HNC
equation has been solved by iterations on a grid of 212 points
with the step �r=0.005 and by applying standard fast
Fourier-transform routine. Our discussion below is con-
cerned with two fluid temperatures, namely, Tf

�=0.15 and
Tf

�=0.1 in order to establish relation between the glass tran-
sition density and densities at which the fluid possibly crys-
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tallizes according to Hansen–Verlet criterion. All the data
presented in Figs. 9�a� and 9�b� concern with the system at
reduced temperature Tf

�=kBT /� f =0.15. We observe in Fig.
9�a� that at densities higher than � f

�0.86 the overlap func-
tion begins to be multivalued such that a transition between

low q phase and high q phase can be induced by a coupling.
In close similarity with the results previously obtained for
hard sphere fluid, we identify this density as a critical density
of the second-order phase transition �cr

� 0.86 at which �cr
�

0.4. Everywhere below the normalization of the density is
as common, �i

�=�i� f
3. Remember that this set refers to Tf

�

=0.15. The line of first-order phase transitions �tr
� �� f� can be

drawn by applying some sort of Maxwell construction, cf.
Refs. 28 and 29 to several sets of data shown in Figs. 9�a�
and 9�b�. This line apparently terminates at �s

�1.055 at a
slightly higher density than that shown in Fig. 9�b�, � f

�

1.05. In the case of hard sphere model analog of this den-
sity corresponds to vanishing configurational excess entropy.
To clarify this issue we performed calculations of the effec-
tive potential according to Eq. �22�, Fig. 9�c�. Really, the
effective potential begins to develop additional well-
pronounced minimum at high values of overlap at density
� f

�1.025 �i.e., when the “desorption” branch of q��� ex-
tends to negative values of coupling ���, besides the mini-
mum at small values of overlap q. The effective potential
determines the glass transition density, �s

�, at this tempera-
ture, Tf

�=0.15 equal to 1.055, when the second minimum
attains zero.

From the inspection of data shown in Figs. 10�a� and
10�b� we see that the lowest density at which the chemical
potentials corresponding to the branches of low and high q
cross at zero coupling is slightly higher than 1.02. Our esti-
mate for this density is �c

�1.025. The chemical potential at
transition is well defined. In the density range 0.86�� f

�

1.025 two branches of the chemical potentials do not
cross, they just show some sort of hysteresis similar to the
data set presented in Fig. 9�b�. The established density �c

�

1.025 corresponds to the development of a second mini-
mum of the effective potential in the language used in Refs.
28 and 29. The chemical potential criterion is perfectly suited
to capture this density without calculation of the effective
potential. The crossing of branches of the chemical potential
means that the transition between phases of low and high
overlap q at zero coupling, ��, is the equilibrium phase tran-
sition, according to this theory. However, the effective poten-
tial must be evaluated in order to find the glass transition
density �s

�. Avoiding unnecessary repetition of the compre-
hensive discussion of dynamics of the system attributed to all
aforementioned densities and couplings,28,29 we would like
just to emphasize that the calculations of the overlap function
and of the chemical potential in the replica HNC formalism
lead to all characteristic points straightforwardly.

Next, we have performed similar calculations for lower
temperature, Tf

�=0.1, and obtained qualitatively similar
trends to already discussed in Fig. 10. Therefore, we restrict
ourselves to giving solely the characteristic points at this
temperature. Those are �cr

� 0.775, �cr
� 0.43; �s

�0.965,
�c

�0.94. At a density very slightly higher than 0.94 the
branches of the chemical potentials corresponding to low and
high values of q begin to overlap in accordance to the devel-
opment of the second minimum of the effective potential, as
discussed above.

As we have mentioned above, during glass transition the
function g10�r�, as well as g12�r� acquire certain structure.
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FIG. 9. ��a� and �b�� The dependence of the overlap function on the coupling
parameter q���� ���=� /kBT� at different fluid densities along isotherm Tf

�

=0.15. �a� The solid, short-dashed, dashed-dotted, and dashed–double dotted
lines are for the fluid density � f

�=0.85, 0.87, 0.95, and 1.01, respectively. �b�
The solid, short-dashed, and dashed-dotted lines are for the fluid density
� f

�=1.02, 1.03, and 1.05, respectively. �c� The effective potential, V�q�, on
the value of overlap. The lines and symbols from top to bottom at high q are
for � f

�=0.95, 1.01, 1.03, and 1.05, respectively.
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One example of a change in the distribution function g10�r�
that occurs at ��=0 at transition for � f

�=0.96 and Tf
�=0.1 is

shown in Fig. 11. A drastic change in the structure occurs
similarly to a hard sphere model. However, in the case of a
core-softened model, the maxima of g10�r� are not located at
integer values of r�. Moreover, a cusp at r�=0.3 on this func-
tion is not visible in contrast to a hard sphere fluid undergo-
ing glass transition. Our findings can be tested by performing
computer simulations using different setup,28,29 in compari-
son to standard GCMC procedure. This task is planned as a
future work, however.

V. CONCLUDING REMARKS

To conclude, we have investigated the microscopic
structure and thermodynamic properties of a core-softened
isotropic fluid by using GCMC simulation and two integral
equation theories. This model is convenient both for the
Monte Carlo and molecular dynamics simulations and has
received much interest recently. At this stage of the project,
we have used GCMC simulations to characterize peculiari-

ties of the dependence of density on chemical potential, in
addition to properties described in previous works.10,11,15,16

The density anomaly elucidated from previous molecular dy-
namics simulations is manifested here by the specific course
of the curves showing the dependence of density upon the
chemical potential at a fixed temperature. We have compared
the range of the anomaly resulting from the dependence of
the derivative �d� f

� /d���Tf
� upon the density, with the range

coming out from the density dependencies of the transla-
tional order parameter, t, as well as from the values of the
structural parameter s2

�. The picture observed by us re-
sembles that evaluated from MD simulations, cf. Fig. 7 of
Ref. 10. Studying the dependence of the heat capacity on
density we have realized that there exists an interval of den-
sities and temperatures within which the derivative
�dcV

� /d� f
��Tf

� is negative. The range of densities at which this
occurs falls into the anomaly range of �d� f

� /d���Tf
�, but is

much narrower. We should also stress that many of the re-
sults discussed in this work has been obtained at much lower
temperatures than reported in previous studies.10,11,15

We have critically examined accuracy of the Rogers–
Young and hypernetted chain approximations and shown that
both these approximations are of limited accuracy and appli-
cability dependent on the region of thermodynamic states
studied. In particular we have observed that at densities
higher than the anomaly range, the HNC approximation is
quite accurate.

Inaccuracies of both approximate theories in the descrip-
tion of the microscopic structure within the anomaly density
range result in inaccurate predictions of the structural order
parameter. Moreover, both theories fail to describe accurately
the heat capacity. We attribute the last failure to the fact that
while the RY theory is constructed to assure the consistency
of the virial and compressibility equations of state, the
method of evaluation of the coefficient � entering the RY
equation does not assure that the equation of state emerging
from the energy route would give identical results. Conse-
quently, one cannot guarantee that the temperature deriva-
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FIG. 10. The dependence of the chemical potential on the coupling param-
eter ������ along isotherm Tf

�=0.15 at � f
�=1.01 �a� and at � f

�=1.05 �b�.
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FIG. 11. The pdf g10�r� at � f
�=0.96 and Tf

�=0.1. The solid line shows
g10�r�1.0 on the branch of low q values at zero coupling ��=0 whereas
the dashed line shows the same function at zero coupling on the branch of
high q values.
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tives of the pair distribution functions that are necessary to
calculate the heat capacity, are accurate. Therefore, it would
be desirable to develop a more sophisticated class of closures
for these systems. It seems at the moment that either better
parametrization of the bridge function �due to enforced con-
sistency, see, e.g., Ref. 34� based on computer simulation
results, or the application of the second-order OZ integral
equations can represent alternatives to available develop-
ments. On the other hand, it seems possible that the associa-
tive type closures may be useful to apply for this class of
models in order to describe preferential filling and saturation
of either the closest and/or next coordination shells around a
given molecule. Then thermodynamic properties should also
be improved.

As we have already noted, at high fluid densities the
hypernetted chain closure is a very valuable tool and predicts
quite accurately the fluid structure. Moreover, in contrast to
other closures it yields a closed formula for the chemical
potential. This closure has been employed to obtain a set of
results concerning possible crystallization of the system.
Moreover, the HNC closure permits to predict conditions at
which the fluid transforms into a glass. We have used an
approach to study a possibility of glass transition that is
based on the investigation of the hystereses of the chemical
potential, in addition to the concepts developed
previously.28,29 Working at a given temperature, we have es-
tablished a sequence of densities that describe the way the
fluid approaches a glass phase. The lowest of them, �cr

� is the
point describing a second-order phase transition, from which
a line of the first-order transition departs. At a certain higher
density, �c

�, the effective potential begins to develop the
structure with two minima. At this density, two branches of
the chemical potential begin to cross. The crossing of
branches of the chemical potential means that the transition
between phases of low and high overlap q at zero coupling,
��, is the equilibrium phase transition, according to this
theory. At still higher density, �s

�, the configurational entropy
vanishes according to the behavior of the effective potential
and determines glass transition point. All three densities, �cr

� ,
�c

�, and �s
� depend on the temperature. It is worth mentioning

that the characteristic densities evaluated in the framework of
this theory are higher than those for the onset for crystalli-
zation, resulting from the Hansen–Verlet criterion. These
findings are interesting on their own and for a future research
in this area.
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