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In this work, the effect of film thickness on the photoluminescence (PL) spectra of Si quantum dots

embedded in silicon nitride films is investigated experimentally and theoretically. The films were

deposited by remote plasma enhanced chemical vapor deposition using the same SiH2Cl2/H2/Ar/

NH3 mixture and deposition conditions, in order to obtain films with similar composition and

approximately equal average size (�3.1 nm) of Si quantum dots. Only the deposition times were

varied to prepare five samples with different thicknesses ranging from �30 nm to 4500 nm.

Chemical characterization by Fourier Transform Infrared Spectroscopy and X-ray Photoelectron

Spectroscopy were carried out in order to check that the composition in all films was the same. The

structure, average size, and size distribution of the Si quantum dots were deduced from High-

Resolution Transmission Electron Microscopy. The thickness of the films was determined by

ellipsometry and interferometry of UV-Vis transmission spectra. It was found experimentally that

the increase of the thickness above a few hundreds of nanometers produces significant distortions

of the PL spectra of the films, such as peak shifts and the appearance of shoulders and multiple

peaks suggesting interference effects. Comparing the experimental results with theoretical

simulations, it is shown that these distortions are mainly due to interference effects and not to

intrinsic changes in the films. The approximation used to simulate the PL spectra as a function of

film thickness allows improving the fitting between simulated and experimental spectra by

changing some optical parameters and can be helpful to further investigate the intrinsic optical

properties of the films. VC 2013 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4811361]

I. INTRODUCTION

The preparation and investigation of luminescent silicon

nitride (SiNx) thin films containing silicon quantum dots (Si

QDs) and/or excess of silicon (x< 1.33) has gained increas-

ing interest during the last years, with the purpose of devel-

oping low-cost, reliable, and efficient silicon-based photonic,

optoelectronic, and photovoltaic devices.1–6 Although there

is growing consensus that the photoluminescence (PL) of

silicon quantum dots embedded in silicon nitride (Si QDs/

SiNx) films is mainly due to quantum confinement

effects,7–15 other alternative models have been proposed.

According to these models, the PL has different origins: radi-

ative electron-hole recombination between hydrogen and

nitrogen–related chemical bonds at the surface of the Si

nanoclusters,2,12 localized band-tail states of the silicon

nitride film,16–18 and also defect centers or dangling bonds in

the silicon nitride matrix.19–22 A detailed revision of the cor-

responding literature reveals two important elements that

have generated debate on the origin of the PL in these Si-

nanostructured films. First, the appearance of shoulders and/

or multiple peaks in some of the PL spectra obtained experi-

mentally. Second, the comparison and modeling of these

spectra, under the assumption that the PL features depend

only on the intrinsic properties of the films and not on extrin-

sic properties such as their thickness. As an example, some

works reporting several peaks in the PL spectra of SiNx films

(with thickness �350–380 nm) have suggested that it is nec-

essary to make distinction between luminescence peaks that

are originated from the Si QDs and those coming from the

silicon nitride matrix.13,21 Other similar works have con-

cluded that the appearance of several or multiple peaks in

the PL spectra of SiNx films (with thickness �610 nm) is an

evidence that the PL is originated from several or multiple

dangling bond defects.19,20 In spite of this, there are other

works that have proposed that the multiple peaks in the PL

spectra might come from one broad peak of light emitted by

the Si QDs modulated by interference of multiple beam

reflections in the films, when these have thicknesses of few

hundreds nanometers.18,19,23 In a previous work, it has been

also pointed out that Si QDs/SiNx films thinner than 100 nm

(�80 nm) must be chosen in order to avoid interference

effects on the PL spectra.15 In the case of buried layers of Si

nanocrystals (Si-nc) implanted in silica and SiO2 layers, in-

terference effects in the optical absorption and reflectivity
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spectra, as well as distortions in the PL spectra (appearance

of shoulders and/ multiple peaks), have been qualitatively

demonstrated and investigated as a function of sample thick-

ness.24,25 For this Si-nc/SiO2 layer system, simulations of op-

tical modulation effects on the PL spectra have been

developed, showing how these PL spectra can be dramati-

cally influenced by optical-geometrical effects, such as layer

thickness, refractive index, geometry of the excitation, etc.26

However, to our knowledge, there are not dedicated studies

or simulations of the optical-geometrical effects on the PL

spectra of Si QDs embedded in SiNx films.

In this work, the effect of thickness on the PL spectra of

samples of Si-QDs embedded in chlorinated-silicon nitride

(SiNx:Cl) thin films, deposited by remote plasma enhanced

chemical vapor deposition (RPECVD) is investigated. We

report the experimental PL spectra of films with the same av-

erage size of Si QDs (�3.1 nm) and composition of the SiNx

matrix, but with five different thickness that vary from

�30 nm to �4500 nm. Finally, a theoretical simulation was

performed in order to demonstrate that the features of the

spectra, particularly, the appearance of multiple peaks is

drastically affected by the thickness of the films due to opti-

cal interference.

II. EXPERIMENT

The thin films used in this work were prepared using an

RPECVD system designed by ourselves and manufactured

by the company MV-Systems Inc. (Colorado, USA). The

system is schematically shown in Figure 1. It is constituted

by a low volume load chamber and a vacuum-deposition

chamber (DCH) of 26500 cm3, at the highest part of the

DCH is a quartz tube 10.6 cm in diameter and 20 cm height,

surrounded by a water-cooled copper coil, which is responsi-

ble for the power transfer from the radio frequency (RF)

source to the plasma. The coupled source operates with a fre-

quency of 13.56 MHz and a power range from 0 to 500

watts. The vacuum system of the DCH is a turbomolecular-

mechanical vacuum-pump arrangement, which is able to pro-

vide a base pressure of 10�6 Torr and the pressure is

adjustable in the range of 10�6–10�2 Torr through a butterfly

valve operated by an automatic proportional controller. The

substrate holder inside of the DCH is a boron-nitride hot

plate controlled by a temperature system that allows a range

from room temperature to 700 �C. The flow rates of the gases

are controlled automatically by MKS electronic mass-flow

meters.

The films were deposited on high resistivity (200 X cm)

single crystalline silicon wafer n-type (100) (Si-substrate)

and quartz substrates. Prior to deposition, Si-substrates were

cleaned for 5 min using a “p-etch solution” reported else-

where,27 while quartz substrates were cleaned by submerging

them in acetone for an ultrasonic bath for 5 min and rinsing

with distilled water. For all the samples, we used the same

gas mixture of SiH2Cl2/H2/Ar/NH3. The flow rate of these

gases was 5, 20, 150, and 200 sccm, respectively, the gases

Ar and NH3 were fed from the top of the deposition chamber

where the plasma is formed; meanwhile, gases SiH2Cl2 and

H2 were fed from the side and underneath the plasma

through the use of a dispersal ring located over the substrate

holder. The remaining deposition parameters were also the

same for all the deposits and they were as follows: substrate

temperature 300 �C, total pressure 300 mTorr, and RF power

300 watts. We set the same deposition conditions in all the

deposited films in order to maintain the same average size of

Si-QDs; but we used five different deposition times, varying

from 1.5 min to 2.7 h, to obtain films with very different

thicknesses.

The thickness and refractive index of the films were

measured by ellipsometry using a Gaertner L117 Ellipsometer

equipped with a He–Ne laser (k¼ 632.8 nm) at an incidence

angle of 70�. Chemical bond analysis was determined using a

Fourier Transform Infrared Spectrophotometer (FTIR)

Nicolet 210 operated in the range of 400–4000 cm�1 with a

resolution of 2 cm�1. X-ray photoelectron spectroscopy analy-

sis (XPS) of the composition (N/Si ratio and Cl%) was per-

formed by means of a VG Microtech Multilab ESCA 2000

system. PL measurements were carried out by exciting with a

Kimmon He-Cd laser beam with a wavelength of 325 nm and

a power of 25 mW, and these spectra were recorded with

a Fluoromax-Spex spectrofluorometer. The incident angle

of the excitation beam was 45� and the detection of the

emitted light was in the direction normal to the film surface.

The High-Resolution Transmission Electron Microscopy

(HRTEM) analysis was performed at the Institute of

Physics-UNAM’s using a JEOL JEM-2010F FasTEM micro-

scope operating at 200 KV near the Scherzer focus, with a

spherical aberration of 0.5 mm, a theoretical point to point re-

solution of 0.20 nm and equipped with a GATAN digital

micrograph system for image acquisition (version 3.7.0).

Ultraviolet–visible (UV–vis) transmission measurements

were done in the range from 300 to 1100 nm using a double-

beam PerkinElmer Lambda 35 UV–vis spectrophotometer.

III. EXPERIMENTAL RESULTS AND ANALYSIS

A. Composition and structure of the films

The values of thickness and refractive index measured

by ellipsometry for all the samples are shown in Table I. The
FIG. 1. Schematic diagram of the RPECVD system used to fabricate the

samples.
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N/Si ratios and Cl at. % for the films determined by XPS are

also shown in this table. The FTIR spectra of the three

thicker films are shown in Fig. 2. The FTIR spectra of the

thinnest samples are not worth of showing because they are

of very poor quality given their low signal to noise ratio. The

three FTIR spectra are characteristic of silicon nitride films,

since all of them show an absorption band located at

863 cm�1, which is associated to stretching vibration of Si-N

bonds, and a band at 3356 cm�1 attributable to stretching

vibration of N-H bonds. The 2205 cm�1 signal is associated

to stretching modes of Si-H bonds indicating some degree of

passivation of the silicon nanoclusters with hydrogen.

Absorption bands between 500 and 650 cm�1 corresponding

to Si-Cl bond were not detected. This fact is not an indicative

of absence of chlorine in the films; it is rather that those sig-

nals must be veiled by the width of Si-N band. Although, the

FTIR technique could be insensitive to small changes in the

Si excess or composition of the films, the similarity among

the three FTIR spectra suggests that the type and amount of

bonds is almost the same in all the films, independently of

their thickness. On the other hand, as it can be seen from

Table I, the refractive index, N/Si ratios, and Cl at. % are

very close for all the films. Considering the uncertainty of

these measurements, we can infer that the composition and

intrinsic structure of the films is practically the same for all

the samples, this was expected since they were prepared

under the same deposition conditions, and only the deposi-

tion time was varied. At this point, it is important to mention

that the XPS technique provides information of a very thin

sublayer at the top surface of each film. However, the deposi-

tion of each complete film can be visualized as the superpo-

sition of very thin sublayers, whose number increases during

the deposition time. The fact that the composition of the top

surface layer does not change with film thickness is indica-

tive that all the films have the same composition.

HRTEM analysis were performed in order to check that

the average size, size distribution, and density of silicon

nanoparticles embedded in the silicon nitride films were

independent of film thickness. Due to the time consuming

nature of this characterization, just two samples T1 and T5

were observed, and it was assumed that films with intermedi-

ate values of thicknesses had the same structural

characteristics.

Figure 3 shows the HRTEM micrographs for (a) sample

T1 and (b) sample T5. The low contrast between the silicon

nitride matrix and the Si nanoclusters observed in the

HRTEM images, precluded the use of any software for

counting and making statistics of embedded nanoclusters in

our samples; therefore, the calculation of average size and

particle density was performed manually counting 76 and 91

micrographs for the samples T1 and T5, respectively. The

diameters of 1545 and 1802 particles corresponding to sam-

ples T1 and T5 were measured. By doing this statistical anal-

ysis, an average size of 3.102 nm for sample T1 and

3.125 nm for sample T5 were obtained. The histogram

reported in Figure 4 was generated by grouping Si nanopar-

ticles in the ranges of 1–2 nm, 2–3 nm, 3–4 nm, 5–6 nm, and

>6 nm, and calculating the probabilities of their appearance

in each of these ranges. For T1, the probabilities of appear-

ance were: 0.0642, 0.4250, 0.3870, 0.1100, and 0.0138,

respectively; while for T5, they were: 0.0640, 0.4252,

0.3864, 0.1106, and 0.0138, respectively. The high similarity

of the two histograms makes them practically the same and

FIG. 2. FTIR transmission spectrum of samples T3, T4, and T5.

TABLE I. Main characteristics of the samples.

Sample

Thickness (nm)

(ellipsometry)

Refractive index

(ellipsometry)

N/Si ratio

(XPS)

%Cl

(XPS) Wavelengths of PL peaks (nm) (from PL spectra)

T1 31 1.82 1.07 5.3 469

T2 95 1.83 1.05 4.0 469

T3 248 1.81 1.05 3.9 523, �407 (sh)

T4 1762 1.86 1.04 4.1 399, 422, 450, 485, 521,569, 620, �378 (sh), �696 (sh)

T5 4530 1.83 1.02 4.7

407, 416, 426, 437, 449, 461, 475, 489, 504, 520, 537, 555, 576, 597, 620,

645, 672, 702,389 (sh), 398 (sh), 738 (sh)

FIG. 3. HRTEM micrograph for (a) sample T1 and (b) sample T5. Both

samples have the same Si-nanocluster average size of 3.1 nm.

233102-3 Rodriguez-G�omez et al. J. Appl. Phys. 113, 233102 (2013)

 [This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to ] IP:

132.248.12.211 On: Thu, 03 Apr 2014 19:22:26



only the one obtained for sample T5 is reported. The calcula-

tion of the mean size value and variance from the histogram

was done using the equations: l ¼
P

x � pðxÞ and r2

¼
P

x2 � pðxÞ � l2, respectively, where p(x) is the probabil-

ity of occurrence and x is the size mean value in the corre-

sponding range. A mean size value of l¼ 3.085 nm and a

variance of r2¼ 0.6747 nm was obtained. A Kolmogorov-

Smirnov normality test was performed as well and it was

found that the behavior can be very well approximated to a

normal distribution with a standard deviation of r¼ 0.8214 nm

from the mean value. Finally, to calculate the particle density,

the number of particles and the area in nm2 were obtained for

each micrograph using the image acquisition software included

with the HRTEM microscope. The result was 0.0604 particles/

nm2, which is equivalent to 6.04� 1012 particles/cm2.

B. Photoluminescence and optical transmittance

Fig. 5 shows the PL spectra of samples T1 (31 nm), T2

(95 nm), and T3 (248 nm). As expected, the intensity of the

PL increases with thickness. It is also observed from this fig-

ure that the features of the PL spectra of the samples T1 and

T2, whose thickness are lower than 100 nm, are similar, since

they only show a single PL peak at �469 nm. However, the

spectrum of sample T3 has its main PL peak shifted up to

523 nm and presents a shoulder (sh) at �407 nm. As Figure 6

shows, the PL spectrum of sample T4 (1764 nm) is much

more intense than the previous and presents seven peaks and

two shoulders at wavelengths given in Table I. For the thick-

est sample, T5 (4530 nm), the PL signal is even more intense

and presents eighteen peaks ant three shoulders (see Table I).

In order to compare the average behavior of the PL spectra

of the thickest samples with that of the thinnest, the PL spec-

tra of the latter multiplied by a factor of 90 is also shown in

Fig. 6. As it can be seen from the visual comparison of the

spectra, the integrated PL signal of the thickest samples is

very similar to that of the thinnest. This fact along with the

increase of the number of PL peaks and the behavior of its

positions with the sample thickness strongly suggests the ex-

istence of interference effects in the PL of the thick samples.

In order to show clearly the appearance of interference

effects in the optical properties (emission, transmission and/

or absorption of light) of the films, as their thickness increase

above 100 nm, the PL spectra of samples T1, T3, T4, and T5,

whose PL features change more significantly, and the corre-

sponding optical transmission spectra of the same films de-

posited on quartz substrates, are plotted in Figures 7 and 8,

respectively. As can be seen from these figures, the appear-

ance of peaks and the increase in the number of peaks as the

film thickness increases follows a similar trend in both, PL

and transmittance spectra. As it is well known, oscillatory

transmittance curves like those observed in samples T3, T4,

and T5 of Fig. 7 are the result of interference of the transmit-

ted light after multiple reflections within the film. The thick-

ness (d) of the films can be estimated from these curves

using the formula d ¼ k1k2

2nðk2�k1Þ, where n is the average refrac-

tive index of the film in the spectral range, and k1 and k2 are

the wavelengths of consecutive peaks. The thickness of sam-

ples T3, T4, and T5 estimated from this formula and using

the refractive index given in Table I are shown in the corre-

sponding spectra of Figure 8. Although this is a rough esti-

mation of the thickness because the refractive index of the

films is not constant in all the spectral range of the measure-

ments, these thicknesses are of the same order of magnitude

FIG. 4. Average size, density, and size distribution of particles for samples

T1 and T5. More than 81% of the particles found have sizes between 2 and

4 nm.

FIG. 5. PL spectra of samples T1, T2, and T3. The PL spectra of sample T3

is shifted towards �523 nm and has a shoulder at �403 nm.

FIG. 6. PL spectra of samples T4 and T5, along with that of the PL spectrum

of sample T1 multiplied by a factor of 90. The peaks appearing at wave-

lengths above 700 nm in the augmented PL spectra are due to spurious light

during measurements.
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compared with those measured by ellipsometry, given in

Table I. The discrepancy between the values of thickness

measured by ellipsometry and by interference in the trans-

mittance can also be due to discrepancies in the deposition

rate of the films, since they were deposited on different

substrates (on silicon substrates for PL and ellipsometry

measurements and on quartz substrates for transmittance

measurements). Assuming that the oscillations in the PL

spectra of films with thickness of few hundred nanometers or

higher come from interference of multiple beam reflections

in the films,18,19,23 we also used the same formula

d ¼ k1k2

2nðk2�k1Þ to calculate the thickness of the films from the

PL spectra, and the values are shown in Fig. 7. The thickness

estimations are also close to those measured by ellipsometry.

IV. SIMULATION OF PL SPECTRA

A. Theoretical model

In this section, the basic physical phenomena behind in-

terference effects on the luminescence spectra of a uniform

film of luminescent particles (QDs) embedded in a homoge-

neous material is described. The mathematical details lead-

ing to our theoretical model, which is similar to that used to

investigate the optical—geometrical effects on the PL spec-

tra of Si nanocrystals embedded in SiO2,26 are summarized

in the Appendix for future reference. Let us consider a com-

posite film of thickness d and infinite lateral dimensions on a

substrate. Let us suppose the incidence medium (medium 1)

has a real refractive index n1 whereas the substrate (medium 3)

has a refractive index n3, which may be complex. The lumi-

nescent QDs have dimensions much smaller than the wave-

length of light, thus it is assumed that the film (medium 2)

has a complex effective refractive index n2 and conventional

electrodynamics theory of continuous media is used. Consider

the origin of our coordinate system at the interface between

the film and the incidence medium as depicted in Fig. 9. As

usual, the z-axis normal to the interfaces of the film is taken.

Let us suppose the luminescent composite film is excited by a

plane wave of vacuum wavelength kexc. The exciting wave

will be absorbed within the film, but for thin films, this excit-

ing wave may actually get multiply reflected at the interfaces

resulting in a field whose amplitude oscillates inside the film.

In any case, we can assume that a QD emits incoherently

luminescent waves in all directions with amplitudes propor-

tional to the amplitude of the exciting wave at the location of

the QD as shown schematically in Figure 9. For a given kexc,

the spectrum of the luminescent light will depend on the

nature of the QDs and its surroundings as well as on

temperature.

FIG. 7. PL spectra from films with different thickness, showing clearly the

distortions generated in the PL spectra with respect to that of the thinnest

sample, as the thickness increases above 200 nm.

FIG. 8. Optical transmittance spectra for samples T1, T3, T4, T5 with differ-

ent thickness deposited on quartz substrates.

FIG. 9. Schematic of the composite film being excited at an oblique angle of

incidence and emitting luminescent light back into the incidence medium.

The multiple reflection process of a plane wave radiated upwards by a QD is

also shown.
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The intensity emitted out of a composite film of lumi-

nescent QD’s embedded in a uniform matrix material can be

modeled by regarding each radiating QD as a dipole antenna

emitting incoherently with respect to all other nanoparticles.

By incoherent, it is meant that light radiated by any two QDs

has a random relative phase difference. The light waves radi-

ated by any given QD and traveling up towards the interface

with the incidence medium may be decomposed in a plane

wave spectrum of s and p polarized waves. Correspondingly,

light traveling down towards the interface with the substrate

can also be decomposed in an s and p polarized plane wave

spectrum. A plane wave component radiated downwards by

a QD gets reflected specularly at the interface with the sub-

strate and interferes with the plane wave component of the

same polarization radiated upwards by the same QD and

travelling in the same direction (in other words, the assump-

tion is made that light fields radiated upwards or downwards

by the same QD are coherent with respect to each other).

Plane waves travelling in one direction within the film get

multiply reflected between the interfaces and maintain a

deterministic phase relationship among multiple reflections.

Thus, all multiple reflections of one plane wave component

interfere. At each reflection with the interfaces, a transmitted

plane wave is generated. The coherent sum of all the trans-

mitted waves to the incidence medium (air in the present

case) results in the net luminescent output in a particular

direction coming from a single QD. As already mentioned,

light radiated by different QD is incoherent between each

other. Thus, the total intensity of light radiated in one direc-

tion is the addition of the intensities coming from all QDs.

Assuming that QDs are uniformly distributed within a

composite film of thickness d yields the following formula

for the intensity emitted at frequency x and at an angle h:

IxðhÞ¼qDcos2hS2ðxÞ
ðd

0

Uðd;n1;n2;n3;zÞjexp½ikz2z�j2IexcðzÞdz;

(1)

where

Uðd; n1; n2; n3; zÞ ¼
1

2

1þ rs
23exp½2ikz2ðd � zÞ�

1� rs
21rs

23exp½2ikz2d�

����
����
2

jts
21j

2

þ 1

2

1� rp
23exp½2ikz2ðd � zÞ�

1� rp
21rp

23exp½2ikz2d�

����
����
2

jtp
21j

2;

(2)

q is the number density of QDs, D is an experimental con-

stant, h is the viewing angle, S(x) is the normalized lumines-

cence spectra of an isolated QD embedded in the matrix

excited at kexc, kz2 ¼ k0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2

2 � n2
1sin2 h

q
where n2 is the effec-

tive refractive index of the composite film, n1 is the refrac-

tive index of the incidence medium (air), rc
ab and tcab are the

Fresnel reflection and transmission coefficients for c (either s
or p) polarized plane waves for light incident from medium a
(1, 2 or 3) to the interface with medium b (1, 2, or 3) with

the appropriate wave-vector (see the Appendix for details),

and IexcðzÞ is the intensity of the excitation light field inside

the composite film. The integral in Eq. (1) is readily done

numerically.

All experimental data in this work were obtained at a

normal viewing angle (h¼ 0). In this case, kz2 ¼ k0n2,

rs
ab ¼ �rp

ab, and tsab ¼ tp
ab, thus the two terms on the right

hand side of Eq. (2) become equal and the function U simpli-

fies accordingly.

V. COMPARISON OF SIMULATED WITH
EXPERIMENTAL SPECTRA

To compare the model with the experimental spectra,

the dispersion of the refractive index of the PL composite

medium was first estimated so that the PL spectrum obtained

from Eq. (1) would reproduce better the PL spectra of all

samples assuming the nominal thicknesses for each sample

(see Table I). We estimated

n2 ¼ 1:825þ 0:002
450

k

� �4

þ 0:005
650

k

� �2

þ i0:005: (3)

For the sake of simplicity, the dispersion of the substrate’s

refractive index was ignored within the range of wavelengths

of the emission spectrum and its value was considered con-

stant and given by n3¼ 3.85 þi0.03. However, at the excita-

tion wavelength, we took into account normal dispersion of

the substrate refractive index and used nexc
2 ¼ 3:95þ i0:04.

For the luminescent film, it was assumed nexc
2 ¼ 1:95 þ i0:15.

We approximated the interference-free PL spectrum of the

films (the function S2ðxÞ defined above) as given by the PL

spectrum of the thinnest sample (T1). The two spectra must

be very close, since when the thickness of the film tends to

zero, the interference effects must vanish. The PL spectra of

the remaining samples were subsequently simulated by adjust-

ing slightly the thickness of the films.

The normalized experimental and simulated PL spectra

for samples T3, T4, and T5 are presented in Figures 10–12.

As shown in Figure 10, the incorporation of interference

effects in the simulated spectrum reproduces qualitatively

well the shift of the main peak toward higher wavelengths

and the shoulder that is observed in the corresponding

FIG. 10. Normalized simulated and experimental PL spectra for sample T3.

The thickness d used to simulate this PL spectrum was 240 nm.
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experimental spectrum, compared with that of the thinnest

sample T1 where there are no interference effects (undis-

torted spectrum). On the other hand, as can be seen from

Figures 11 and 12, corresponding to the thicker samples T4

and T5, our interference formulas (1) and (2) predict very

accurately the number of maxima and minima in the simu-

lated PL spectra and their positions, as a function of thick-

ness, compared with that of the experimental PL spectra.

Additionally, the thickness d used in formulas (1) and (2),

for reproducing the simulated PL spectra of Figures 10 to 12

were 240 nm, 1775 nm, and 4340 nm, respectively, which

are very close to those measured by ellipsometry, T3

(248 nm), T4 (1762 nm), and T5 (4530 nm). The relatively

small discrepancies between the simulated and experimental

spectra can be originated by small changes in the intrinsic

emission spectrum (undistorted spectrum) and intrinsic opti-

cal properties of the films as a function of thickness, prob-

ably due to mechanical stress effects. In order to support

this, it is worth mentioning that, for instance, the imaginary

part of the refractive index n2 used for the simulation of sam-

ple T5 was increased to 0.011 for better fitting of the simula-

tion of the depth of the interference spectral-fringes. Further

adjustments of the refractive index of media 2 and 3 and the

excitation wavelength could reduce the differences between

the experimental and simulated spectra. However, these

adjustments would differ noticeably from sample to sample

and are out of the scope of this work. Our intention here is

simply to corroborate that the multiple peaks appearing in

the PL spectra of the thickest two samples are due to interfer-

ence effects.

VI. CONCLUSIONS

The effect of film thickness on the PL of Si-QDs embed-

ded in SiNx films with approximately the same composition

and nanostructure have been investigated experimentally and

theoretically. The experiments show that the increase of the

thickness of these films above a few hundreds of nanometers

produces significant distortions on the PL spectra of films,

such as peak shifts and the appearance of shoulders together

with multiple peaks. Theoretical simulations have demon-

strated that these distortions are mainly due to interference

effects and not to intrinsic changes in the films. The model

used to simulate the PL spectra as a function of film thick-

ness is versatile enough to improve the fitting with the exper-

imental spectra by changing some optical parameters and

can be helpful to further investigate the intrinsic optical

properties of the films.
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APPENDIX: RIGOROUS DERIVATION OF THE
THEORETHICAL MODEL

Consider a thin film with a uniform distribution of very

small QDs as depicted in Fig. 9. The coordinate system is

placed with its origin at the upper surface of the thin film

with the z-axis normal to the thin film’s surface and pointing

inwards as indicated in Figure 9. The exciting light is

linearly polarized and its electric field is given by

Eexc ¼ E0expðikexc
1 � r� ixtÞê;where ê is a unit vector per-

pendicular to the incident wave vector ki. The exciting wave

enters the thin film and part of its energy is absorbed by the

particles, which in turn emit light with a broadband spectrum

in all directions. Light emitted by any of the particles is

multiply reflected by the interfaces of the thin film contain-

ing the particles. Suppose the incident wave vector is in the

xz plane. Consequently, kexc
1 ¼ kexc

x1 âx � kexc
z1 âz where kexc

x1 ¼
k0n1sin hi and kexc

z1 ¼ k0n1 cos hi, where h is the angle of inci-

dence. In general, the electric field at the exciting wave-

length within the thin film is given by

Eexc
ThF ¼ a expðikexc

x1 x� ikexc
z2 z� ixexctÞê2�

þ b expðikexc
x1 xþ ikexc

z2 z� ixexctÞê2þ; (A1)

where kexc
z2 ¼ k0ðn2

2 � n2
1sin2hiÞ1=2

and n2 is the complex re-

fractive index of the thin film at the exciting wavelength, ê2�
and ê2þ are the corresponding polarization vectors, and

FIG. 11. Normalized simulated and experimental PL spectra for sample T4.

The thickness d used in the simulated PL spectrum was 1775 nm.

FIG. 12. Normalized simulated and experimental spectra for sample T5. In

this case, the thickness d used for the simulation of the PL spectrum was

4340 nm.
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a ¼ ð1þ r0Þ
ð1þ r023exp½2ikexc

z2 d�Þ ; b ¼ ar023exp½2ikexc
z2 d�;

r0 ¼ r12
0 þ r23

0expð2ikexc
z2 dÞ

1þ r12
0 r23

0expð2ikexc
z2 dÞ ; (A2)

where r0ab is the reflection coefficient for linearly polarized

plane waves for light incident from medium a to the inter-

face with medium b. The primes on the reflection coeffi-

cients indicate they are to be evaluated at the exciting

wavelength. The reflection coefficients are for either s or p
polarization accordingly to the polarization of the incident

wave.

To construct the luminescent spectra of a single QD em-

bedded inside a thin film, first consider a luminescent parti-

cle, say the nth particle, within a boundless medium of

refractive index n2. It absorbs energy from the incident wave

and radiates light at other wavelengths. The electric field

radiated by the nth particle at frequency x may be expressed

in terms of the electric-field Green’s function dyadic G
$

for

monochromatic waves in the medium surrounding the par-

ticles and an excess current Jind
n induced at frequency x

within the particle as28

Elum
n ðr; xÞ ¼ ixl0

ð
V

d3r0G
$
ðr; r0; xÞ � jind

n ðr0; xÞ; (A3)

with

Jlum
n ðr; xÞ ¼ jðxÞdðr0 � rnÞSðxÞjEexc

ThFðrnÞj; (A4)

where rn is the position of the particle, S(x) is the normal-

ized spectral emission function of the QDs when excited

with light of frequency kexc, with dimensions of current and

inverse of an electric field. We assume that the induced cur-

rents radiating the luminescent waves are proportional to the

exciting field at the position of the luminescent particle

jEexc
ThFðrnÞj. The vector function j(x) in Eq. (A4) has unit

magnitude, it is dimensionless and takes into account the

polarization of the re-emitted light. The Dyadic Green’s

function can be expanded in a plane wave spectrum in the

half-spaces above and below the particle.28 Thus, the

Green’s function is expressed by

G
$
ðr; r0Þ ¼ i

8p2

ð
dkxdky

ðI
$
� k̂6k̂6Þ

kz
exp½ik6 � ðr� r0Þ�;

(A5)

where k6 ¼ kxâx þ kyây6kzâz and kz ¼ ðk2
0n2

2 � k2
x � k2

yÞ
1=2

.

The plus and minus signs are used for z> z0 and z< z0,
respectively. Introducing Eq. (A5) in Eq. (A3) and perform-

ing the integral over d3r0 yields

Elum
n ðr; xÞ ¼ �xl0

8p2

ð
dkxdky

ðI
$
� k̂þk̂þÞ

kz

� jðxÞexp½ikþ � ðr� rnÞ�SðxÞjEexc
ThFðrnÞj;

(A6)

for z > zn and

Elum
n ðr; xÞ ¼ �xl0

8p2

ð
dkxdky

ðI
$
� k̂�k̂�Þ

kz

� jðxÞexp½ik� � ðr� rnÞ�SðxÞjEexc
ThFðrnÞj; (A7)

for z< zn. These are the fields radiated above and below the

nth QD expressed in terms of their plane wave spectra.

Finally, the interfaces at z¼ 0 and z¼� d are incorpo-

rated into the model. A plane wave inside the Kernel in Eq.

(A6) with wave vector kþ and polarization ðI
$
� k̂þk̂þÞ � jðxÞ

gets multiply reflected between both interfaces. At each

reflection on the upper interfaces, it is partially transmitted to

the upper medium (z< 0). The wave initially emitted with

k� in Eq. (A7) also gets multiply reflected between the inter-

faces and every time it reflects on the upper interface it trans-

mits partially to the upper medium. All plane waves

transmitted to the upper medium in a particular direction

coming from the radiation of the particle at rn add up

coherently.

Note that every time a wave with wave-vector kþ and

polarization ðI
$
� k̂þk̂þÞ � jðxÞ gets reflected in the upper

interface a wave with wave-vector k� and polarization 6

ðI
$
� k̂�k̂�Þ � jðxÞ is generated, where the þ or � sign is for

s or p polarization, respectively; and every time, a wave with

wave-vector k� and polarization ðI
$
� k̂�k̂�Þ � jðxÞ is

reflected at the lower interface, a wave with wave-vector kþ
and polarization 6ðI

$
� k̂þk̂þÞ � jðxÞ is generated. The cor-

responding reflection coefficients are the standard Fresnel

reflection coefficients found in many text books, r21 at upper

interface (z¼ 0) and r23 at the lower interface (z¼�d), for

either s or p polarized waves.

Adding up the initial wave radiated upwards with wave

vector kþ and all of its multiple reflections gives

ðI
$
� k̂þk̂þÞ � jðxÞfexp½�ikz2zn� þ r21r23exp½�ikz2zn�

� exp½2ikz2d� þ ðr21r23Þ2exp½�ikz2zn�exp½4ikz2d� þ ::::g

� exp½ikþ � r�:

Adding up the initial wave radiated downwards with wave

vector k� and reflected with a wave vector kþ with all subse-

quent multiple reflections gives

6exp½ikþ � r�fr23exp½ikz2ðzn þ dÞ�exp½ikz2d� þ r2
23r21

� exp½ikz2ðzn þ dÞ�exp½3ikz2d� þ r3
23r2

21exp½ikz2ðzn þ dÞ�

� exp½5ikz2d� þ ::::gðI
$
� k̂þk̂þÞ � jðxÞ;

where as already said the þ sign is for s polarization and the

� sign is for p polarization. Adding together the latter two

series and simplifying gives

�
I
$
�k̂1k̂1Þ � j xð Þ exp½�ikz2zn�

1� rc
21rc

23exp½2ikz2d�

 

6
rc

23exp½�ikz2ðd þ znÞ�expðikz2dÞ
1� rc

23rc
21exp½2ikz2d�

�
exp½ikþ � r�; (A8)
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where the subscript c was added to the reflection coefficients

to indicate the polarization. It can be either s or p for the cor-

responding polarization. The standard Fresnel reflection

coefficients for non-magnetic media (l1¼ l2¼l3¼ l0) can

be written as

rs
ab ¼

kza � kzb

kza þ kzb
and rp

ab ¼
ebkza � eakzb

ebkza þ eakzb
; (A9)

where a and b are either 1, 2, or 3, e1, e2, and e3 are the elec-

tric permittivity of media 1, 2, and 3, respectively, and

kzq ¼ ðk2
0n2

q � k2
x � k2

yÞ
1=2; (A10)

where q is either 1, 2, or 3.

The total field traveling in the direction of kþ gets trans-

mitted to the upper medium with a wave vector k1 ¼ kxâx

þ kyây þ kz1âz with kz1 ¼ k0cos h. The amplitude of the

transmitted wave acquires the factor, either

ts
21 ¼

2kz2

kz2 þ kz1

or tp21 ¼
ffiffiffiffi
e2

e1

r
2e1kz2

e1kz2 þ e2kz1

: (A11)

These are the standard Fresnel transmission coefficients at

the interface between medium 2 and medium 1.

The total luminescent field emitted to the upper hemi-

sphere from the luminescent particle at rn is given by

Elum
n ðr; xÞ ¼ �xl0

8p2

ð
dkxdky

ðI
$
� k1k1Þ

kz
� jðxÞ

� exp½�ikz2zn�6r23exp½2ikz2d�expðikz2znÞ
1� r21r23exp½2ikz2d�

� ��

� t21exp½ik1 � r�
�

SðxÞjEexc
ThFðrnÞj (A12)

simplifying the expression within parentheses. If the observa-

tion point is in the far zone (that is r is very large), the integral

can be evaluated using the method of stationary phase.29 Once

having the far field the luminescent intensity is found to be

Ilum
n ¼ 1

2
ðk1=xl0ÞjElum

n j
2
. Assuming that the polarization of

the emitted light is random the average between the results for

s polarization and p polarizations is taken

Ilum
n ðr;h;/;x; znÞ ¼

1

2
ðk1=xl0Þ

xl0k1

4pr

� �2

� cos2hQðd;n1;n2;n3;x; znÞS2ðxÞIexcðznÞ
(A13)

with IexcðznÞ ¼ jEexc
ThFðrnÞj2 and

Qðd; n1; n2; n3;x; znÞ ¼
1

2

exp½�ikz2zn� þ rs
23exp½2ikz2d�expðikz2znÞ

1� rs
21rs

23exp½2ikz2d�

����
����
2

jts
21j

þ 1

2

exp½�ikz2zn� � rp
23exp½2ikz2d�expðikz2znÞ

1� rp
21rp

23exp½2ikz2d�

����
����
2

jtp21j; (A14)

where kx and ky inside the expressions for rc
21, rc

23, and tc21

[see Eqs. (A9) and (A11)] for either polarization (c¼ s or p)

are evaluated at the stationary point obtained upon evaluat-

ing the integrals in Eq. (A11) by the method of stationary

phase, kx ¼ k0n1sin h cos / and ky ¼ k0n1sin h sin /, where h
and / are the angles of the viewing direction (in spherical

coordinates). Note that kzq in Eq. (A10)

kzq ¼ k0ðn2
q � n2

1sin2hÞ1=2: (A15)

The total luminescence intensity along a given direction

of observation (in the far zone) is obtained by multiplying

the latter equation times the number density of luminescent

particles, q, and integrating on dxndyndzn over the volume of

the film illuminated by the exciting field. The illuminated

area is assumed to be large but finite and it is denoted as A.

Since in the far field, the intensity does not depend on the lat-

eral position of the particles the integrals over dxndyn gives

the factor A and we get

Iðr; h;/; xÞ ¼ qA

ð0

�d

dznIlum
n ðr; h;/; x; znÞ: (A16)

Using Eqs. (A13) and (A14) in Eq. (A16), making the

change of variable z¼�zn and defining the experimental

constant D, as A1
2
ðk1=xl0Þðxl0k1=4prÞ2 yields Eq. (1) in

the text.
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