# Vorticity effects in the non-linear long wavelength convective instability of a viscoelastic fluid layer 

I. Pérez-Reyes ${ }^{\text {a,* }}$, L.A. Dávalos-Orozco ${ }^{\text {b }}$<br>${ }^{\text {a }}$ Facultad de Ciencias Químicas, Universidad Autónoma de Chihuahua, Nuevo Campus Universitario, Circuito Universitario S/N, 31125 Chihuahua, Chih., Mexico<br>${ }^{\mathrm{b}}$ Instituto de Investigaciones en Materiales, Departamento de Polímeros, Universidad Nacional Autónoma de México, Ciudad Universitaria, Circuito Exterior S/N, Delegación Coyoacán, 04510 México, D.F., Mexico

## A R T I C L E I N F O

## Article history:

Received 30 December 2013
Received in revised form 16 March 2014
Accepted 20 March 2014
Available online 30 March 2014

## Keywords:

Natural convection
Viscoelastic fluid
Pattern selection
Bifurcation


#### Abstract

The effects of vorticity and poor conductivity boundaries on the non-linear long wavelength instability of an Oldroyd fluid layer heated from below is investigated. It is found a set of two coupled non-linear evolution equations with viscoelastic coefficients. A multiple scales approximation leads to a non-linear Ginzburg-Landau equation which has viscoelastic effects only when the Oldroyd model is corotational and not codeformational. The equation shows an important limitation in the magnitude of the nondimensional relaxation and retardation times. That is, for certain magnitudes of these times, the flow shows no saturation at all. For other magnitudes, the pattern selection is discussed by means of the viscoelastic Ginzburg-Landau equation.
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## 1. Introduction

Non-linear convection in viscoelastic fluids have been studied in the past decades for fluid layers confined between two perfectly conducting walls $[1-8]$. In the present paper new results are reported on the non-linear thermoconvection of a viscoelastic fluid layer between poorly conducting walls. The aim of the present investigation is to clarify the role that inertial effects play in the non-linear instability of a viscoelastic fluid layer. To the authors best knowledge, no research on this important subject has been published in the open literature for Oldroyd viscoelastic fluids. These thermal conditions are relevant in the study of the formation and evolution of convective patterns. Here, it is of interest to make a general analysis of a viscoelastic fluid which includes the upper convected, the lower convected and the corotational Oldroyd fluid models. The non-linear instability of such fluids finds important applications in experimental set-ups, in materials processing and in the food and chemical industries [9-13]. The non-linear stability of a viscoelastic Oldroyd ( $\mathrm{A}, \mathrm{B}$ and corotational) fluid layer between two perfectly conducting walls heated from below has already been reported [3]. Non-linear convection of a second order fluid layer between two insulating walls was investigated previously [14]. More recently, some researchers [4,5,7] have performed

[^0]calculations on the linear and non-linear convection of binary viscoelastic fluids confined between two perfectly conducting walls. Notice that a review of recent research on viscoelastic natural convection is presented in the paper [15].

All these papers do not include the effects of vorticity which may alter the pattern near the onset of convection through a nonpotential term. Therefore, the goal of the present paper is to analyse the role played by vorticity in natural convection of a viscoelastic fluid layer confined between two poorly conducting walls. This problem has already been investigated for Newtonian fluids as can be seen in [16-23]. Here, the goal too is to investigate the pattern formation resulting from the roll-square competition in a square domain and the roll-hexagon competition in a hexagonal domain.

The results of Martínez-Mardones et al. [3] are related to the ideal stress free perfectly conducting walls. In the present investigation the case of rigid poorly thermal conducting walls is addressed. Therefore, the results shown here lead us to understand the behavior of natural convection in an Oldroyd viscoelastic fluid from another standpoint. In their paper Martínez-Mardones et al. [3] studied the problem of stability and pattern selection for the case of oscillatory convection. An interesting finding of that research is that the convective patterns may be modified by small variations in the viscoelastic properties. In their analysis of pattern selection, the patterns only correspond to standing waves. Also, they calculate a Ginzburg-Landau equation for the stationary case, similar in structure to that reported here. However, an important feature of the Ginzburg-Landau equation found in the present
paper is that it shows explicitly the parameters dependence of all the coefficients.

The organization of the paper is as follows. In Section 2 the governing equations and their boundary conditions are outlined as well as a review of the mathematical treatment of the problem. The linear problem is briefly exposed in Section 3. In Section 4 the weakly non-linear analysis is discussed. The patterns stability results are given in Sections 5-7 for rolls, squares and hexagons, respectively. Finally, a discussion is given in Section 8.

## 2. Formulation of the problem

An incompressible viscoelastic fluid layer heated from below, is confined between two infinite horizontal walls perpendicular to gravity which is parallel to the $z^{*}$-axis. Here, the convective stability of the Oldroyd-A, Oldroyd-B and Oldroyd corotational viscoelastic fluid models is investigated. The first two fluid models are called codeformational, lower convected and upper convected, respectively. The problem assumes that the bounding walls are very poor thermal conductors [24] so that very small but finite Biot numbers take into account the wall to fluid relative thermal conductivities. This situation is different to that of the ideal cases of perfect thermal conducting and thermal insulating walls since a small quantity of heat flux is allowed through the walls. This assumption is used in the thermal boundary conditions. In the case of poorly thermal conducting walls the smallness of the Biot numbers allows to use the shallow water theory approximation [24-26]. The lower and upper walls have temperatures $T_{L}^{*}$ and $T_{U}^{*}$, respectively, where $T_{U}^{*}<T_{L}^{*}$. Thus, the governing equations for this problem are the heat equation, the balance of momentum equations and the continuity equation, coupled with the viscoelastic Oldroyd fluid constitutive equations which in dimensional form are
$\frac{\partial T^{*}}{\partial t^{*}}+\left(\vec{u}^{*} \cdot \nabla\right) T^{*}=\kappa \nabla^{2} T^{*}$
$\rho_{0}\left(\frac{\partial \vec{u}^{*}}{\partial t^{*}}+\left(\vec{u}^{*} \cdot \nabla\right) \vec{u}^{*}\right)=-\nabla p^{*}+\nabla \cdot \tau^{*}+\rho_{0}\left[1-\beta\left(T^{*}-T_{L}^{*}\right)\right] \vec{g}$
$\nabla \cdot \vec{u}^{*}=0$
$\left[1+\lambda_{1}\left(\frac{\mathrm{D}}{\mathrm{Dt}}\right)^{*}\right] \tau^{*}=2 \eta_{0}\left[1+\lambda_{2}\left(\frac{\mathrm{D}}{\mathrm{Dt}}\right)^{*}\right] \mathrm{e}^{*}$
The symbol $*$ indicates dimensional variables. In Eqs. (1)-(4), $T^{*}$ is the fluid temperature, $\vec{u}^{*}=\left(u^{*}, v^{*}, w^{*}\right)$ is the fluid velocity, $p^{*}$ is the pressure, $\tau^{*}$ is the stress tensor, $\mathrm{e}^{*}$ is the shear rate tensor defined below in Eq. (15), $\lambda_{1}$ is the relaxation time, $\lambda_{2}$ is the retardation time of the stress, $\rho_{0}$ is the fluid density, $\eta_{0}$ is the fluid dynamic viscosity, $\kappa$ is the thermal diffusivity and $t^{*}$ is the time. ( $\left.\mathrm{D} / \mathrm{Dt}\right)^{*}$ is a non-linear operator standing for lower convective, upper convective and corotational derivatives defined below in this section. In the investigation of the non-linear hydrodynamic stability problem the dependent variables are subjected to finite perturbations. Therefore, the following set of perturbations are considered,
$\vec{u}^{*}=\vec{u}_{0}^{*}+\vec{u}_{1}^{*}$
$T^{*}=T_{0}^{*}+T_{1}^{*}$
$p^{*}=p_{0}^{*}+p_{1}^{*}$
where the subscripts 0 and 1 stand for the basic and perturbed states, respectively. In the basic state of the present situation the fluid is at rest, the heat is transferred by conduction and the variables depend on $z^{*}$ only. In this way $\vec{u}_{0}^{*}=0$ and it can be easily shown that $T_{0}^{*}=T_{L}^{*}+\Delta T^{*} z^{*} / H$. The hydrostatic pressure is $p_{0}^{*}=\rho_{0} z^{*}\left[1-\beta \Delta T^{*} z^{*} / 2 H\right] g+p_{r}^{*}$ with $p_{r}^{*}$ being a reference pressure. The perturbed governing equations are the heat equation, the
balance of momentum equations and the continuity equation coupled with the Oldroyd constitutive equations satisfied by the six elements of the shear stress tensor, respectively. These are,
$\frac{\partial T_{1}^{*}}{\partial t^{*}}+\left(\vec{u}_{1}^{*} \cdot \nabla\right) T_{1}^{*}+w_{1}^{*} \frac{d T_{0}^{*}}{d z^{*}}=\kappa \nabla^{2} T_{1}^{*}$
$\rho_{0}\left(\frac{\partial \vec{u}_{1}^{*}}{\partial t^{*}}+\left(\vec{u}_{1}^{*} \cdot \nabla\right) \vec{u}_{1}^{*}\right)=-\nabla p_{1}^{*}+\nabla \cdot \tau_{1}^{*}-\rho_{0} \beta g T_{1}^{*} \vec{k}$
$\nabla \cdot \vec{u}_{1}^{*}=0$
$\left[1+\lambda_{1}\left(\frac{\mathrm{D}}{\mathrm{Dt}}\right)^{*}\right] \tau_{1}^{*}=2 \eta_{0}\left[1+\lambda_{2}\left(\frac{\mathrm{D}}{\mathrm{Dt}}\right)^{*}\right] \mathrm{e}_{1}^{*}$
The set of Eqs. (6)-(9) shall be made dimensionless by choosing $\kappa / H, H, H^{2} / \kappa, \rho v \kappa / H^{2}$ and $\Delta T^{*}$ as the scalings for velocity, length, time, pressure and temperature, respectively. Thus, in nondimensional form the perturbed governing equations are
$\frac{\partial T}{\partial t}+(\vec{u} \cdot \nabla) T+w=\nabla^{2} T$
$\operatorname{Pr}^{-1}\left(\frac{\partial \vec{u}}{\partial t}+(\vec{u} \cdot \nabla) \vec{u}\right)=-\nabla p+\nabla \cdot \tau+R T \vec{k}$
$\nabla \cdot \vec{u}=0$
$\left(1+F \frac{\mathrm{D}}{\mathrm{Dt}}\right) \tau=2\left(1+F E \frac{\mathrm{D}}{\mathrm{Dt}}\right) \mathrm{e}$
where the superscript $*$ and the subscripts 1 have been dropped out from the perturbed dimensionless variables. $w$ is the vertical component of the velocity $\vec{u}$. The fluid velocity is assumed of the form $\vec{u}=\nabla \times(\psi \vec{k})+\nabla \times \nabla \times(\chi \vec{k})$, which satisfies Eq. (12). Here, $\vec{k}$ is a unit vertical vector, and $\psi$ and $\chi$ are the toroidal and poloidal potentials. $F=\lambda_{1} \kappa / H^{2}$ and $E=\lambda_{2} / \lambda_{1}$ are the nondimensional relaxation time (the Weissenberg number) and the ratio of retardation and relaxation times, whose magnitudes ranges are $0 \leqslant E \leqslant 0.1$ and $0 \leqslant F<\infty$, respectively. Also, $\operatorname{Pr}=v / \kappa$ is the Prandtl number and $R=g \beta \Delta T^{*} H^{3} / \kappa v$ is the Rayleigh number. The operator $\mathrm{D} / \mathrm{Dt}$ on a tensor G is defined as
$\frac{\mathrm{DG}}{\mathrm{Dt}}=\left(\frac{\partial \mathrm{G}}{\partial t}+\vec{u} \cdot \nabla \mathrm{G}\right)+\omega \cdot \mathrm{G}-\mathrm{G} \cdot \omega-a(\mathrm{e} \cdot \mathrm{G}+\mathrm{G} \cdot \mathrm{e})$
and it represents the corotational ( $a=0$ ), the lower convected ( $a=-1$ ) and the upper convected $(a=1)$ time derivatives. Here e and $\omega$ are the shear rate and the rotation rate tensors defined as the symmetric and antisymmetric parts of the tensor $\nabla \vec{u}$,
$\nabla \vec{u}=\mathrm{e}+\omega=\frac{1}{2}\left[\nabla \vec{u}+(\nabla \vec{u})^{T r}\right]+\frac{1}{2}\left[\nabla \vec{u}-(\nabla \vec{u})^{T r}\right]$
where the superscript $T r$ stands for the transpose of the tensor. It is important to point out that the definition Eq. (14) only describes the three models time derivatives. Some models allow for the continuous variation of the parameter $a$ in a positive range $0 \leqslant a \leqslant 1$, like in the Johnson-Segalman model [27]. However, in the results given presently, this parameter appears in the expression $1-a^{2}$. This only modifies the limiting magnitudes of the Weissenberg number $F$ (except when $a= \pm 1$ ) where the theory is valid but not the patterns of the convection cells. Therefore, in this paper the values of $a$ are limited to the three cases presented above. The above definition for $\vec{u}$ is now used in the system of Eqs. (10)-(13). Next, the operator curl curl is applied to Eq. (11), splitting the velocity and tensor fields leading to
$\frac{\partial T}{\partial t}+\left[\left(\frac{\partial \psi}{\partial y}+\frac{\partial \chi^{\prime}}{\partial x},-\frac{\partial \psi}{\partial x}+\frac{\partial \chi^{\prime}}{\partial y},-\nabla_{\perp}^{2} \chi\right) \cdot \nabla\right] T-\nabla^{2} \chi=\nabla^{2} T$

$$
\begin{align*}
\operatorname{Pr}^{-1}\left[-\frac{\partial}{\partial t} \nabla_{\perp}^{2} \psi+T_{N L}^{1}\right]=\left(\frac{\partial^{2}}{\partial x^{2}}-\frac{\partial^{2}}{\partial y^{2}}\right) & \tau_{x y}-\frac{\partial^{2}}{\partial x \partial y}\left(\tau_{x x}-\tau_{y y}\right)+\frac{\partial \tau_{y z}^{\prime}}{\partial x}-\frac{\partial \tau_{x z}^{\prime}}{\partial y}  \tag{17}\\
\operatorname{Pr}^{-1}\left[\frac{\partial}{\partial t}\left(\nabla_{\perp}^{4} \chi+\nabla_{\perp}^{2} \chi^{\prime \prime}\right)+T_{N L}^{2}\right] & =\frac{\partial^{2}}{\partial x^{2}}\left(\tau_{x x}^{\prime}-\tau_{z z}^{\prime}\right)+\frac{\partial^{2}}{\partial y^{2}}\left(\tau_{y y}^{\prime}-\tau_{z z}^{\prime}\right) \\
& +2 \frac{\partial^{2} \tau_{x y}^{\prime}}{\partial x \partial y}-\frac{\partial}{\partial x} \nabla_{\perp}^{2} \tau_{x z}-\frac{\partial}{\partial y} \nabla_{\perp}^{2} \tau_{y z} \\
& +\frac{\partial \tau_{x z}^{\prime \prime}}{\partial x}+\frac{\partial \tau_{y z}^{\prime \prime}}{\partial y}-R \nabla_{\perp}^{2} T \tag{18}
\end{align*}
$$

where primes mean derivatives with respect to $z$. Here, $\nabla_{\perp}=$ $(\partial / \partial x, \partial / \partial y)$ is a horizontal vector operator. $T_{N L}^{1}$ and $T_{N L}^{2}$ correspond to advective non-linear terms which can be found in Appendix A. Eqs. (16)-(18) are coupled to Eq. (13) which represent the governing equations. The bounding walls are solid so that the boundary conditions for the velocity are translated into those of $\chi$ and $\psi$ as
$\chi=\chi^{\prime}=\psi=0 \quad$ at $\quad z=0,1$
The thermal boundary conditions are those for lower and upper poorly thermal conducting walls. These are given in terms of the Biot number as follows,
$T^{\prime}-B_{L} T=0 \quad$ at $\quad z=0$
$T^{\prime}+B_{U} T=0 \quad$ at $\quad z=1$
where $B_{L}$ and $B_{U}$ are the Biot numbers which account for the heat exchange at the lower and upper walls, respectively.

### 2.1. Evolution equations

As pointed out, here the bounding walls are considered as poorly thermal conductors and in this particular case the Biot numbers $B_{L}$ and $B_{U}$ are very small. This means that the ratio of thermal conductivities of the fluid to those of the walls is large and the critical wavenumber for the onset of convection approaches to zero (for more details see Refs. [28,29]). In this case convective motions are slow and take place in a large scale when the heat flux exceeds its critical value. Therefore, the scales in the vertical $z$-axis are smaller than those in the horizontal $x$ and $y$-axes. Thus, based on this discrepancy, a long wavelength approximation [14,18] is performed in order to obtain the non-linear equations to describe the evolution of long-wave planforms. Lets consider $\epsilon \ll 1$ as an expansion parameter which is related to the small quantity of heat flux passing through the walls, physically accounting for the almost insulating characteristic of the walls. A further consequence of this is that $B_{L, U}=O\left(\epsilon^{2}\right)$ or in other words, that $B_{L, U}=\epsilon^{2} \bar{B}_{L, U}$. Due to the large scale and slowness of the flow, the horizontal coordinates are rescaled by the factor $\epsilon^{1 / 2}$ [18] and the time by the factor $\epsilon^{2}$. In the same way, the variables are expanded as follows
$\chi=\chi_{0}+\epsilon \chi_{1}+\epsilon^{2} \psi_{2}+\cdots$
$\psi=\psi_{0}+\epsilon \psi_{1}+\epsilon^{2} \psi_{2}+\cdots$
$T=\theta_{0}+\epsilon \theta_{1}+\epsilon^{2} \theta_{2}+\cdots$
$R=R_{0}+\epsilon R_{1}+\epsilon^{2} R_{2}$
$\tau_{x x}=\epsilon\left(\tau_{x x}^{(0)}+\epsilon \tau_{x x}^{(1)}+\epsilon^{2} \tau_{x x}^{(2)}+\cdots\right)$
$\tau_{y y}=\epsilon\left(\tau_{y y}^{(0)}+\epsilon \tau_{y y}^{(1)}+\epsilon^{2} \tau_{y y}^{(2)}+\cdots\right)$
$\tau_{z z}=\epsilon\left(\tau_{z z}^{(0)}+\epsilon \tau_{z z}^{(1)}+\epsilon^{2} \tau_{z z}^{(2)}+\cdots\right)$
$\tau_{x y}=\epsilon\left(\tau_{x y}^{(0)}+\epsilon \tau_{x y}^{(1)}+\epsilon^{2} \tau_{x y}^{(2)}+\cdots\right)$
$\tau_{x z}=\epsilon^{1 / 2}\left(\tau_{x z}^{(0)}+\epsilon \tau_{x z}^{(1)}+\epsilon^{2} \tau_{x z}^{(2)}+\cdots\right)$
$\tau_{y z}=\epsilon^{1 / 2}\left(\tau_{y z}^{(0)}+\epsilon \tau_{y z}^{(1)}+\epsilon^{2} \tau_{y z}^{(2)}+\cdots\right)$

After a proper rescaling and substitution of the expansion scheme Eqs. (21)-(30) into Eqs. (13)-(20), a system of differential equations is obtained at each different order of $\epsilon$, subjected to their corresponding boundary conditions at the same order. The resulting systems of differential equations are large. For the sake of clarity they are listed in Appendix B. Some analytical solutions are given below. Thus, at $O(1)$, Eq. (B.3) is subjected to boundary conditions Eq. (B.10) with the solution
$\theta_{0}=\Phi(x, y, \bar{t})$
Next, the velocity component $\chi_{0}$ can be obtained as follows: Eqs. (B.6) and (B.8) are operated with $\partial^{\prime \prime} / \partial x$ and $\partial^{\prime \prime} / \partial y$ and substituted into Eq. (B.1). Then, $\chi_{0}$ can be calculated subjected to boundary conditions Eq. (B.11) to give,
$\chi_{0}=\frac{R_{0}}{24} z^{2}(z-1)^{2} \Phi(x, y, \bar{t})$
On the other hand, for the other potential the solution is $\psi_{0}=0$. A similar process as that followed for $\chi_{0}$ was used in combination with Eq. (B.2) and boundary conditions Eq. (B.12). The same procedure used above was repeated at $O(\epsilon)$ to calculate $\theta_{1}, \chi_{1}$ and $\psi_{1}$, whose expressions are very large and are not presented here. At $O(\epsilon)$ a solvability condition obtained from the temperature Eq. (B.15) should be satisfied. Then, after integration of Eq. (B.15) with respect to $z$ across the fluid layer, the result is $R_{0}=720$.

Later in the solution process [18] at $O\left(\epsilon^{2}\right)$ a second solvability condition should be satisfied too. This one is calculated from Eqs (B.25) and boundary conditions Eqs. (B.26) and (B.27). As before, Eq. (B.25) is integrated across the fluid layer and the Biot numbers are then included by using Eqs. (B.26) and (B.27). Therefore, the following set of evolution equations are found for the three Oldroyd fluid models,

$$
\begin{align*}
\frac{\partial \Phi}{\partial t}= & -\left(B_{U}+B_{L}\right) \Phi+\left(1-\frac{R}{720}\right) \nabla_{\perp}^{2} \Phi-\frac{17}{462} \nabla_{\perp}^{4} \Phi \\
& +\frac{10}{7}\left[1-1080 F^{2}(1-E)\left(1-a^{2}\right)\right] \\
& \times \nabla_{\perp}\left[\left(\nabla_{\perp} \Phi\right)\left(\nabla_{\perp} \Phi \cdot \nabla_{\perp} \Phi\right)\right] \\
& +\left[\frac{15}{7} \operatorname{Pr}^{-1}-F(1-E)\left(\frac{540}{7}+60 a\right)\right] \times \nabla_{\perp} \Phi \wedge \nabla_{\perp} \Psi \tag{33}
\end{align*}
$$

$\nabla_{\perp}^{2} \Psi=\nabla_{\perp} \Phi \wedge \nabla_{\perp}\left(\nabla_{\perp}^{2} \Phi\right)$
The vector product $\wedge$ is defined by $\nabla_{\perp} f(x, y) \wedge \nabla_{\perp} g(x, y)=$ $(\partial f / \partial y)(\partial g / \partial x)-(\partial f / \partial x)(\partial g / \partial y)$. In Eqs. (33) and (34) the function $\Psi$ represents effects of vorticity since the last non-linear terms in Eq. (33) are a direct contribution of the solution $\psi_{1}$, obtained at $O(\epsilon)$. In the literature these terms are referred to as non-potential terms accounting for inertial effects and for a mean drift flow. Notice that Eq. (33) reduces to that for the Newtonian fluid [18] when the viscoelastic effects are zero $(F=0)$. Moreover, note that the influence of viscoelasticity only appears in the non-linear terms. This means that, under the present approximation, the Rayleigh number obtained from the linear theory does not depend on $E$ and the Weissenberg number $F$. This is due to the small time variation of the flow when the Biot numbers are small. Under these conditions, the convective cells are extremely large and the flow is nearly parallel in the center of the cells. It is clear in the evolution Eq. (33) that when $a= \pm 1$ the influence of viscoelasticity only appears in the last term coupled with vorticity. Then, for the three fluid models, the condition $15 /(7 \operatorname{Pr})-F(1-E)(540 / 7+60 a) \neq 0$ must be satisfied to have the vorticity effects acting on viscoelastic convection. If this coefficient is assumed positive, its magnitude would be larger for the lower convected fluid $(a=-1)$, next for the corotational fluid $(a=0)$ and finally, the smallest magnitude
would correspond to the upper convected fluid $(a=1)$. Therefore, the interaction with vorticity decreases, in the same order, for each Oldroyd fluid model. On the other hand, for the corotational Oldroyd fluid ( $a=0$ ), the coefficient of the first non-linear term of Eq. (33), that is $1-1080 F^{2}(1-E)$ (independent of $P r$ ), will play an important role on the stability, as will be shown presently. This coefficient can become zero and even change sign depending on the magnitudes of the Weissenberg number $F$ and $E$. For example, if $E=0.1$ that coefficient becomes zero at the small value of $F=0.032$. The changes of sign will be interpreted below from the point of view of nonlinear stability.

## 3. The linear problem

We consider the linear stability of natural convection between poorly conducting horizontal boundaries with respect to disturbances which are proportional to $\exp \left[i\left(k_{x} x+k_{y} y\right)+\sigma t\right]$, where $k_{x}$ and $k_{y}$ are the $x$ and $y$-components of the wavenumber vector with magnitude $k=\sqrt{k_{x}^{2}+k_{y}^{2}}$. $\sigma$ is a complex parameter whose real $\sigma_{R}$ and imaginary $\sigma_{I}$ parts are the growth rate and the frequency of oscillation, respectively. It has been found that, under the present approximation, the frequency of oscillation is zero and that consequently the linear behavior of the fluid is Newtonian. Thus, Eqs. (35) and (36) agree with the results reported by Pismen [18] after taking into account that $B_{U}, B_{L}= \pm \epsilon / 2$ in that paper. The critical Rayleigh number and wavenumber of stationary convection are:
$R_{c}=720\left[\left(\frac{34\left(B_{U}+B_{L}\right)}{231}\right)^{1 / 2}+1\right]$
$k_{c}=\left(\frac{462\left(B_{U}+B_{L}\right)}{17}\right)^{1 / 4}$
where $B_{U}$ and $B_{L}$ are the Biot numbers at the lower and upper walls. Notice that Eqs. (35) and (36) correspond to the classical result of insulating walls when $B_{U}, B_{L}=0$. That is, $R_{c}=720$ and $k_{c}=0$. Therefore, Eqs. (35) and (36) show the corrections when the approximation agrees with small but finite Biot numbers. In Fig. 1 two samples of convection cells at criticality are plotted for two different Biot numbers assuming that the upper and lower walls have the same thermal properties. Notice the large contrast between the scales of vertical and horizontal axes. Moreover, note that the number of convection cells is larger in Fig. 1a in comparison with Fig. 1b, as expected for long wavelength convection.

## 4. Weakly non-linear theory

Here, we investigate the weakly non-linear behavior of the solutions to Eqs. (33) and (34) for the three fluid models mentioned above. We consider that $R$ is close to $R_{c}$ so that $R=R_{c}+\delta^{2} \bar{R}$, where $R_{c}$ is defined in Eq. (35) and $\delta$ is a small parameter related to the separation from criticality $\left(R-R_{c}\right) / \bar{R}$. The procedure followed here in the weakly non-linear analysis has been used before by other authors [19,30-32]. It is considered that the functions in Eqs. (33) and (34) have an asymptotic behavior. The functions are expanded in power series as $\Phi=\delta \Phi_{1}+\delta^{2} \Phi_{2}+\cdots$ and $\Psi=$ $\delta \Psi_{1}+\delta^{2} \Psi_{2}+\cdots$ and they are substituted into Eqs. (33) and (34). Then, for slow spatial and temporal modulations the following expansions for $(x, y, t)$ are used
$\frac{\partial}{\partial x} \rightarrow \frac{\partial}{\partial x}+\delta \frac{\partial}{\partial \mathbf{X}}+\delta^{2} \frac{\partial}{\partial \mathbf{X}_{2}}$
$\frac{\partial}{\partial y} \rightarrow \frac{\partial}{\partial y}+\delta \frac{\partial}{\partial \mathbf{Y}}+\delta^{2} \frac{\partial}{\partial \mathbf{Y}_{2}}$
$\frac{\partial}{\partial t} \rightarrow \delta^{2} \frac{\partial}{\partial \bar{t}}+\delta^{3} \frac{\partial}{\partial \bar{t}_{2}}$

(a)

(b)

Fig. 1. Convection cells. (a) For Biot numbers $B_{U}=B_{L}=0.001$ the critical wavenumber and Rayleigh number are $k_{c}=0.48$ and $R_{c}=732.35$, respectively. (b) For Biot numbers $B_{U}=B_{L}=0.0001$ the critical wavenumber and Rayleigh number are $k_{c}=0.27$ and $R_{c}=723.91$, respectively.
where $\mathbf{X}, \mathbf{X}_{2}, \mathbf{Y}, \mathbf{Y}_{2}, \bar{t}, \bar{t}_{2}$ are slow spatial and temporal variables. The procedure follows the method of Newell-Whitehead-Segel [33,34]. It is well known that the convection flow is very slow when the Biot numbers are small. Therefore, it is assumed that the time variation of the flow is also small and the expansion of the time derivatives start with $\delta^{2}$.

## 5. Steady roll patterns

The solution at $O(\delta)$ is assumed to be of the form

$$
\begin{equation*}
\Phi_{1}=A(\mathbf{X}, \mathbf{Y}, \bar{t}) \exp \left(i k_{c} x\right)+c . c . \tag{38}
\end{equation*}
$$

where c.c. stands for complex conjugate. At $O\left(\delta^{2}\right)$ it is found that $\Phi_{2}=0$. At $O\left(\delta^{3}\right)$ the evolution equation of $A$ is found as the corresponding solvability condition. Therefore, $A$ satisfies

$$
\begin{align*}
\frac{\partial A}{\partial \bar{t}}= & \frac{\bar{R}}{720} k_{c}^{2} A+\frac{34}{231} k_{c}^{2}\left(\frac{\partial}{\partial \mathbf{X}}-\frac{i}{2 k_{c}} \frac{\partial^{2}}{\partial \mathbf{Y}^{2}}\right)^{2} A \\
& -\frac{30}{7}\left[1-1080 F^{2}(1-E)\left(1-a^{2}\right)\right] k_{c}^{4} A|A|^{2} \tag{39}
\end{align*}
$$

By using suitable scalings on $A, \mathbf{X}$ and $\mathbf{Y}$ we arrive at the canonical form for the amplitude equation
$\frac{\partial \bar{A}}{\partial \bar{t}}=r \bar{A}+\left(\frac{\partial}{\partial \overline{\mathbf{X}}}-i \frac{\partial^{2}}{\partial \overline{\mathbf{Y}}^{2}}\right)^{2} \bar{A}-\bar{A}|\bar{A}|^{2}$
where $r=\bar{R} k_{c}^{2} / 720$. Eq. (40) is the same as that derived first by Newell-Segel-Whitehead [33,34] which corresponds to convective rolls oriented on the $y$ axis. Care must be taken here, because in the viscoelastic case the coefficient $1-1080 F^{2}(1-E)\left(1-a^{2}\right)$ can be zero and it is not possible to obtain this canonical form. In case that
this coefficient is negative the equation differs from that of Newell-Whitehead-Segel [33,34]. Notice that there is a supercritical bifurcation when the coefficient $1-1080 F^{2}(1-E)\left(1-a^{2}\right)>0$ in Eq. (39). When $a= \pm 1$ the condition is readily satisfied and the equation is the same as the Newtonian one. For the corotational Oldroyd fluid, with $a=0$, the condition for supercritical bifurcation changes into $F^{2}<1 / 1080(1-E)$. Here, the magnitude of $E$ cannot be one. In fact, its value must be $E \leqslant 0.1$. As explained above, the largest possible value of the Weissenberg number $F$ is smaller than 0.032 if $E=0.1$. Conversely, if $1-1080 F^{2}(1-E)<0$ the bifurcation is subcritical and no saturation occurs. Then, the amplitude $|\bar{A}|$ increases with time without limit. There is no saturation too when the equality holds because the non-linear term is zero. Similar findings have been reported [3] for the case of convection in a viscoelastic fluid confined between two perfectly conducting walls.

In this way, under the present small wavenumber approximation and close to the point of criticality, the amplitude equation for convective rolls has a structure similar to that of the Newtonian fluid. The difference appears in the coefficient of the non-linear term which only depends on viscoelasticity when the Oldroyd fluid is corotational. This certainly will be reflected in the non-linear growth rate of rolls. In view of the canonical form of Eq. (40) the stability analysis for rolls is the same as that already reported [35-38]. This result was unexpected due to the presence of the Biot number which sets the system a little far from the ideal situation of insulating walls, already studied for example, in the convection of a second order fluid [14].

## 6. Roll and square patterns in a square lattice

Rolls and squares may arise in a square lattice and compete between each other. Thus, the following solution at $O(\delta)$ for two sets of rolls at right angles is assumed
$\Phi_{1}=A(\mathbf{X}, \mathbf{Y}, \bar{t}) \exp \left(i k_{c} x\right)+B(\mathbf{X}, \mathbf{Y}, \bar{t}) \exp \left(i k_{c} y\right)+c . c$.
The process is the same as before and the following amplitude equations for the two sets of rolls are obtained

$$
\begin{align*}
\frac{\partial A}{\partial \bar{t}}= & \frac{\bar{R}}{720} k_{c}^{2} A+\frac{34}{231} k_{c}^{2} \frac{\partial^{2} A}{\partial \mathbf{X}^{2}}-\frac{30}{7}\left[1-1080 F^{2}(1-E)\left(1-a^{2}\right)\right] \\
& \times k_{c}^{4} A\left(|A|^{2}+\frac{2}{3}|B|^{2}\right)  \tag{42}\\
\frac{\partial B}{\partial \bar{t}}= & \frac{\bar{R}}{720} k_{c}^{2} B+\frac{34}{231} k_{c}^{2} \frac{\partial^{2} B}{\partial \mathbf{Y}^{2}}-\frac{30}{7}\left[1-1080 F^{2}(1-E)\left(1-a^{2}\right)\right] \\
& \times k_{c}^{4} B\left(|B|^{2}+\frac{2}{3}|A|^{2}\right) \tag{43}
\end{align*}
$$

The amplitude Eqs. (42) and (43) show explicitly the presence of the viscoelastic effects contributed by the three models mentioned above. Notice that the viscoelastic parameters can be factorized in the crossed cubic terms which establish the interaction between $A$ and $B$ rolls. In this case, roll and square patterns are able to appear and they have the following steady solutions.

- A rolls:

$$
\begin{aligned}
& A_{0}=\sqrt{\frac{\frac{\bar{R}}{720} k_{c}^{2}}{\frac{30}{7}\left[1-1080 F^{2}(1-E)\left(1-a^{2}\right)\right] k_{c}^{4}}} \\
& B_{0}=0
\end{aligned}
$$

- squares

$$
\begin{equation*}
A_{0}=B_{0}=\sqrt{\frac{\frac{\bar{R}}{720} k_{c}^{2}}{\frac{50}{7}\left[1-1080 F^{2}(1-E)\left(1-a^{2}\right)\right] k_{c}^{4}}} \tag{45}
\end{equation*}
$$

where no spatial modulation was taken into account. The bifurcation theory on a square lattice [35,37] gives interesting results on the stability of rolls and squares. The result is that the rolls are unstable, while the square patterns always are stable. This is due to the factor $2 / 3$ appearing in the cross terms of the amplitude Eqs. (42) and (43). This also means that the interaction between the two rolls is not influenced by viscoelastic effects. The result is obtained applying a small perturbation to the square solutions. It is found that for stability, the coefficient of the $A$ cubic term in Eq. (42) should be greater than that of the quadratic crossed term $A B$. The same is valid for Eq. (43). This agrees with previous results [35-38]. In those papers it is shown that when the magnitude of the coefficient of the quadratic crossed term $A B$ is less that 1 , the squares are preferred over rolls close to the onset. Here, this term is zero and does not appear. Therefore, the condition for stable squares reduces to
$\frac{\bar{R}}{720} k_{c}^{2}>0$
The bifurcation diagram for this case is shown in Fig. 2 and it summarizes the results discussed previously. As in the preceding section for rolls, the viscoelastic properties of the fluid only survive in Eqs. (42) and (43) when $a=0$ for the Oldroyd corotational fluid. Viscoelasticity has influence on the size of the patterns but not on the stability, except when the coefficient of the cubic terms is zero or negative.

## 7. Roll and hexagon patterns in a hexagonal lattice

Hexagonal cells and rolls may also exist near the onset of convection. Therefore, a hexagonal lattice is considered to investigate the stability of these patterns. The form of the solution at $O(\delta)$ for the set of three rolls, at an angle of $60^{\circ}$ to each other, is the following


Fig. 2. Bifurcation diagram of rolls and squares in a square domain. The dashed line means instability of the labeled structure while the solid line indicates stable patterns, respectively. The subscript $R, S$ was added to the amplitude steady solution to point out that it has been divided by $(10 / 7)\left[1-1080 F^{2}\right.$ $\left.(1-E)\left(1-a^{2}\right)\right] k_{c}^{4}$.

$$
\begin{align*}
\Phi_{1}= & A(\mathbf{X}, \mathbf{Y}, \bar{t}) \exp \left(i k_{c} x\right)+B(\mathbf{X}, \mathbf{Y}, \bar{t}) \exp \left[\frac{i k_{c}}{2}(-x+\sqrt{3} y)\right] \\
& +C(\mathbf{X}, \mathbf{Y}, \bar{t}) \exp \left[-\frac{i k_{c}}{2}(x+\sqrt{3} y)\right]+\text { c.c. } \tag{47}
\end{align*}
$$

The same process is followed as before to obtain the amplitude equations

$$
\begin{align*}
\frac{\partial A}{\partial \bar{t}}= & \frac{\bar{R}}{720} k_{c}^{2} A+\frac{34}{231} k_{c}^{2} \frac{\partial^{2} A}{\partial \mathbf{X}^{2}}-\frac{30}{7}\left[1-1080 F^{2}(1-E)\left(1-a^{2}\right)\right] \\
& \times k_{c}^{4} A\left(|A|^{2}+|B|^{2}+|C|^{2}\right) \tag{48}
\end{align*}
$$

$$
\begin{align*}
\frac{\partial B}{\partial \bar{t}}= & \frac{\bar{R}}{720} k_{c}^{2} B+\frac{34}{231} k_{c}^{2} \frac{\partial^{2} B}{\partial \xi^{2}}-\frac{30}{7}\left[1-1080 F^{2}(1-E)\left(1-a^{2}\right)\right] \\
& \times k_{c}^{4} B\left(|A|^{2}+|B|^{2}+|C|^{2}\right) \tag{49}
\end{align*}
$$

$$
\begin{align*}
\frac{\partial C}{\partial \bar{t}}= & \frac{\bar{R}}{720} k_{c}^{2} C+\frac{34}{231} k_{c}^{2} \frac{\partial^{2} C}{\partial \eta^{2}}-\frac{30}{7}\left[1-1080 F^{2}(1-E)\left(1-a^{2}\right)\right] \\
& \times k_{c}^{4} C\left(|A|^{2}+|B|^{2}+|C|^{2}\right) \tag{50}
\end{align*}
$$

where $\xi=(-\mathbf{X}+\sqrt{3} \mathbf{Y}) / 2$ and $\eta=(-\mathbf{X}-\sqrt{3} \mathbf{Y}) / 2$. Observe that as in the square lattice case, the viscoelastic parameters only appear as a non-linear effect and they can be factorized in front of the cubic terms. It is important to notice that the non-linear interactions in all the cubic terms have the same weight for the set of three rolls. This characteristic of Eqs. (48)-(50) is a result of the symmetry imposed by the rigid-rigid boundary conditions considered here. For the asymmetric rigid-free boundary conditions the coefficients are different in the coupling of the non-linear terms [30,35-38]. Similar findings to those reported here have been published in [30].

When modulations are neglected, Eqs. (48)-(50) have the following steady equilibrium solutions for rolls and hexagons.

- A rolls

$$
\begin{align*}
& A_{0}=\sqrt{\frac{\frac{\bar{R}}{720} k_{c}^{2}}{\frac{30}{7}\left[1-1080 F^{2}(1-E)\left(1-a^{2}\right)\right] k_{c}^{4}}}  \tag{51}\\
& B_{0}=C_{0}=0
\end{align*}
$$

- hexagons

$$
\begin{equation*}
A_{0}=B_{0}=C_{0}=\sqrt{\frac{\frac{\bar{R}}{720} k_{c}^{2}}{\frac{90}{7}\left[1-1080 F^{2}(1-E)\left(1-a^{2}\right)\right] k_{c}^{4}}} \tag{52}
\end{equation*}
$$

Notice that the roll solution Eq. (51) is the same as Eq. (44) found in the square lattice analysis. Therefore, roll patterns are possible in both the square and the hexagonal lattices. Thus, it is reasonable to obtain the same solution in both cases. Again, the viscoelastic properties only appear for the Oldroyd corotational fluid ( $a=0$ ) and these influence the size of the patterns.

Considering that the system of Eqs. (48)-(50) can be rewritten in a canonical form as in the case of rolls, it follows that the coefficient of the cubic terms has no influence on the pattern stability, except when it is zero or negative. In other words, the pattern selection problem in a hexagonal lattice is similar to that found in the stability of a Newtonian fluid layer. A complete analysis on the stability of hexagons and rolls in a hexagonal lattice is provided by Fujimura and Yamada [39]. Thus, the solution of the present
problem shall be undertaken with the help of their results. It is found that, in the absence of quadratic coupling terms, only rolls are stable in a hexagonal lattice near criticality. However, hexagons and rolls are simultaneously stable for magnitudes of $\bar{R} k_{c}^{2} / 720$ a little far from criticality.

Two notable features of the amplitude Eqs. (48)-(50) are therefore the absence of a quadratic coupling term and the identical coefficients in the cubic terms. It is pointed out here that the structure of that set of amplitude equations in this case does not allow the applicability of the method used before [35]. This is mainly due to the symmetry of the problem and to the Boussinesq approximations.

## 8. Discussion

The main result of this paper is the calculation of the evolution Eqs. (33) and (34) which include inertial effects through a coupling non-linear term for the corotational, upper and lower convected Oldroyd fluids. This term makes the evolution equations more general than those reported before [18,19,24]. As found for the Newtonian case [18], the so called mean drift flow is very weak near the instability threshold, and thus it has no influence in the convective pattern selection. It is important to note that, under the present approximation, the linear stability is not influenced by viscoelasticity and that the onset of convection is stationary. A similar result has been found for the linear thermoconvective stability of a viscoelastic Maxwell fluid layer heated from below [28]. There, it is shown that a codimension-two point exists separating stationary and oscillatory convection which depends on the magnitude of the Prandtl and Biot numbers. In the present paper, it is found that the bifurcation is supercritical for any of the three viscoelastic fluids considered if $1-1080 F^{2}(1-E)>0$ which is the coefficient of the cubical term of Eq. (39). Subcriticality occurs when it is negative. It is clear that the stability of the Newtonian fluid always is supercritical and the solution always attains saturation. This saturation condition limits the magnitude of the Weissenberg number $F$ and $E$ of the corotational Oldroyd fluid. The problem is that the magnitudes of the Weissenberg number are restricted to a very small range of values. From the multiple scales approximation, it is clear that the inertial effects of vorticity do not appear in the Ginzburg-Landau equations. The scaling assumed for the variables in the derivation of the amplitude equation shows that one of the roles of viscoelasticity is to modify the amplitude and size of the convection patterns. Moreover, due to the rigid-rigid boundary conditions assumed from the beginning, viscoelasticity will also change the shear stresses at the walls. The pattern selection studied from the geometrical point of view in a squared domain shows that squares are stable and rolls unstable. As before, viscoelasticity is only important for the corotational fluid. For the situation in a hexagonal domain, the stability of rolls and hexagons is investigated using the results of Fujimura and Yamada [39]. It is found that (see [39]), in the absence of quadratic coupling terms, only rolls are stable near criticality. A further increase of $\bar{R} k_{c}^{2} / 720$ leads to the simultaneous stability of rolls and hexagons in a hexagonal lattice. Based on the results of Ref. [39] it is important to point out that the set of amplitude equations studied here may be considered as an $O(1)$ approximation to the small quadratic and cubic coupling terms in a more general set of amplitude equations [35].
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## Appendix A. Convective non-linear terms

This appendix gives the large non-linear terms $T_{N L}^{1}$ and $T_{N L}^{2}$ appearing in Eqs. (17) and (18). They are:

$$
\begin{align*}
T_{N L}^{1}= & -\nabla_{\perp}\left(\nabla_{\perp}^{2} \chi\right) \wedge \nabla_{\perp} \chi^{\prime \prime}+\nabla_{\perp}\left(\nabla_{\perp}^{2} \chi\right) \cdot\left(\nabla_{\perp} \psi^{\prime}\right) \\
& -\nabla_{\perp}\left(\nabla_{\perp}^{2} \psi\right) \cdot\left(\nabla_{\perp} \chi^{\prime}\right)+\nabla_{\perp}\left(\nabla_{\perp}^{2} \psi\right) \wedge \nabla_{\perp} \psi \\
& +\left(\nabla_{\perp}^{2} \psi^{\prime}\right)\left(\nabla_{\perp}^{2} \chi\right)-\left(\nabla_{\perp}^{2} \psi\right)\left(\nabla_{\perp}^{2} \chi^{\prime}\right)  \tag{A.1}\\
T_{N L}^{2}= & \left(\frac{\partial^{2} \chi^{\prime \prime}}{\partial x^{2}}-\frac{\partial^{2} \chi^{\prime \prime}}{\partial y^{2}}+\frac{\partial^{4} \chi}{\partial x^{4}}-\frac{\partial^{4} \chi}{\partial y^{4}}+2 \frac{\partial^{2} \psi^{\prime}}{\partial x \partial y}\right)\left(\frac{\partial^{2} \chi^{\prime}}{\partial x^{2}}-\frac{\partial^{2} \chi^{\prime}}{\partial y^{2}}+2 \frac{\partial^{2} \psi}{\partial x \partial y}\right) \\
& -\left(\nabla_{\perp}^{4} \chi^{\prime}+\nabla_{\perp}^{2} \chi^{\prime \prime \prime}\right) \nabla_{\perp}^{2} \chi-\nabla_{\perp}\left(\nabla_{\perp}^{2} \psi-\psi^{\prime \prime}\right) \\
& \wedge \nabla_{\perp}\left(\nabla_{\perp}^{2} \chi\right)+\nabla_{\perp}\left(\nabla_{\perp}^{4} \chi+\nabla_{\perp}^{2} \chi^{\prime \prime}\right) \wedge \nabla_{\perp} \psi \\
& -2 \frac{\partial^{2}}{\partial x \partial y} \nabla^{2} \chi\left(\frac{\partial^{2} \psi}{\partial x^{2}}-\frac{\partial^{2} \psi}{\partial y^{2}}\right)-2\left(\frac{\partial^{2} \psi^{\prime}}{\partial y^{2}} \frac{\partial^{2} \psi}{\partial x^{2}}+\frac{\partial^{2} \psi^{\prime}}{\partial x^{2}} \frac{\partial^{2} \psi}{\partial y^{2}}\right) \\
& +2\left(2 \frac{\partial^{2}}{\partial x \partial y} \nabla^{2} \chi+\frac{\partial^{2} \psi^{\prime}}{\partial y^{2}}-\frac{\partial^{2} \psi^{\prime}}{\partial x^{2}}\right) \frac{\partial^{2} \chi^{\prime}}{\partial x \partial y} \\
& +\nabla_{\perp}\left(\nabla_{\perp}^{4} \chi+\nabla_{\perp}^{2} \chi^{\prime \prime}\right) \cdot\left(\nabla_{\perp} \chi^{\prime}\right)-\nabla_{\perp}\left(\nabla^{2} \chi^{\prime}\right) \cdot \nabla_{\perp}\left(\nabla_{\perp}^{2} \chi\right) \tag{A.2}
\end{align*}
$$

## Appendix B. Systems of equations

This Appendix presents the systems of equations used to compute the final evolution equations given in Section 2.1. The following expressions correspond to $O(1)$. From Eq. (18):
$0=\frac{\partial \tau_{x z}^{(0)^{\prime \prime}}}{\partial x}+\frac{\partial \tau_{y z}^{(0)^{\prime \prime}}}{\partial y}-R_{0} \nabla_{\perp}^{2} \theta_{0}$
From Eq. (17):
$0=\frac{\partial \tau_{y z}^{(0)^{\prime}}}{\partial x}-\frac{\partial \tau_{x z}^{(0)^{\prime}}}{\partial y}$
From Eq. (13) for the temperature:
$0=\frac{\partial^{2} \theta_{0}}{\partial z^{2}}$
The expressions for $\tau_{x x}^{(0)}, \tau_{x y}^{(0)}, \tau_{x z}^{(0)}, \tau_{y y}^{(0)}, \tau_{y z}^{(0)}$ and $\tau_{z z}^{(0)}$ are,

$$
\begin{align*}
0= & \tau_{x x}^{(0)}+(1+a) F\left(\frac{\partial \psi_{0}^{\prime}}{\partial y}+\frac{\partial \chi_{0}^{\prime \prime}}{\partial x}\right)\left[E\left(\frac{\partial \psi_{0}^{\prime}}{\partial y}+\frac{\partial \chi_{0}^{\prime \prime}}{\partial x}\right)-\tau_{x z}^{(0)}\right] \\
& -2\left(\frac{\partial^{2} \psi_{0}}{\partial x \partial y}+\frac{\partial^{2} \chi_{0}}{\partial x^{2}}\right)  \tag{B.4}\\
0= & \tau_{x y}^{(0)}+\frac{F}{2}(1+a)\left[\tau_{x z}^{(0)}\left(\frac{\partial \psi_{0}^{\prime}}{\partial x}-\frac{\partial \chi_{0}^{\prime \prime}}{\partial y}\right)\right. \\
& \left.-\tau_{y z}^{(0)}\left(\frac{\partial \psi_{0}^{\prime}}{\partial y}+\frac{\partial \chi_{0}^{\prime \prime}}{\partial x}\right)\right] F E(1+a)\left(\frac{\partial \psi_{0}^{\prime}}{\partial x}-\frac{\partial \chi_{0}^{\prime \prime}}{\partial y}\right)\left(\frac{\partial \psi_{0}^{\prime}}{\partial y}+\frac{\partial \chi_{0}^{\prime \prime}}{\partial x}\right) \\
& -\frac{\partial^{2} \psi_{0}}{\partial y^{2}}+\frac{\partial^{2} \psi_{0}}{\partial x^{2}}-2 \frac{\partial^{2} \chi_{0}}{\partial x \partial y}  \tag{B.5}\\
0= & \tau_{x z}^{(0)}-\frac{\partial \psi_{0}^{\prime}}{\partial y}-\frac{\partial \chi_{0}^{\prime \prime}}{\partial x}  \tag{B.6}\\
0= & \tau_{y y}^{(0)}+F(1+a)\left(\frac{\partial \psi_{0}^{\prime}}{\partial x}-\frac{\partial \chi_{0}^{\prime \prime}}{\partial y}\right)\left[E\left(\frac{\partial \psi_{0}^{\prime}}{\partial x}-\frac{\partial \chi_{0}^{\prime \prime}}{\partial y}\right)+\tau_{y z}^{(0)}\right] \\
& +2 \frac{\partial^{2} \psi_{0}}{\partial x \partial y}-2 \frac{\partial^{1} \chi_{0}^{\prime}}{\partial y^{2}} \tag{B.7}
\end{align*}
$$

$$
\begin{equation*}
0=\tau_{y z}^{(0)}+\frac{\partial \psi_{0}^{\prime}}{\partial x}-\frac{\partial \chi_{0}^{\prime \prime}}{\partial y} \tag{B.8}
\end{equation*}
$$

$$
\begin{align*}
0= & \tau_{z z}^{(0)}-F E(1-a)\left[\left(\frac{\partial \psi_{0}^{\prime}}{\partial x}-\frac{\partial \chi_{0}^{\prime \prime}}{\partial y}\right)^{2}+\left(\frac{\partial \psi_{0}^{\prime}}{\partial y}+\frac{\partial \chi_{0}^{\prime \prime}}{\partial x}\right)^{2}\right]-F(1 \\
& -a)\left[\tau_{y z}^{(0)}\left(\frac{\partial \psi_{0}^{\prime}}{\partial x}-\frac{\partial \chi_{0}^{\prime \prime}}{\partial y}\right)-\tau_{x z}^{(0)}\left(\frac{\partial \psi_{0}^{\prime}}{\partial y}+\frac{\partial \chi_{0}^{\prime \prime}}{\partial x}\right)\right]+2 \nabla_{\perp}^{2} \chi_{0}^{\prime} \tag{B.9}
\end{align*}
$$

At this order the proper boundary conditions are,
$\frac{\partial \theta_{0}}{\partial z}=0 \quad$ at $\quad z=0,1$
$\frac{\partial \chi_{0}}{\partial z}=\chi_{0}=0 \quad$ at $\quad z=0,1$
$\psi_{0}=0 \quad$ at $\quad z=0,1$
From Eqs. (B.3), (B.6) and (B.8) together with the boundary condition Eq. (B.12), it is found that $\psi_{0}=0$. With this the equations at $O(\epsilon)$ are simplified. Further simplifications can also be made with the solution to Eq. (B.3) subjected to boundary condition Eq. (B.10). This leads to the result that $\theta_{0}(x, y, z, t)=\Phi(x, y, t)$, is independent of $z$. Then, from Eq. (18):

$$
\begin{align*}
\frac{1}{\operatorname{Pr}} & {\left[\left(\frac{\partial \chi_{0}^{\prime \prime}}{\partial x^{2}}-\frac{\partial \chi_{0}^{\prime \prime}}{\partial y^{2}}\right)\left(\frac{\partial \chi_{0}^{\prime}}{\partial x^{2}}-\frac{\partial \chi_{0}^{\prime}}{\partial y^{2}}\right)-\left(\nabla_{\perp}^{2} \chi_{0}^{\prime \prime \prime}\right)\left(\nabla_{\perp}^{2} \chi_{0}\right)\right.} \\
& \left.-\left(\nabla_{\perp} \chi_{0}^{\prime \prime \prime}\right) \cdot \nabla_{\perp}\left(\nabla_{\perp}^{2} \chi_{0}\right)+4 \frac{\partial^{2} \chi_{0}^{\prime}}{\partial x \partial y} \frac{\partial^{2} \chi_{0}^{\prime \prime}}{\partial x \partial y}+\nabla_{\perp}\left(\nabla_{\perp}^{2} \chi_{0}^{\prime \prime}\right) \cdot\left(\nabla_{\perp} \chi_{0}^{\prime}\right)\right] \\
& =-R_{0} \nabla_{\perp}^{2} \theta_{1}-R_{1} \nabla_{\perp}^{2} \theta_{0}-\nabla_{\perp}^{2} \tau_{z z}^{(0)^{\prime}}-\frac{\partial}{\partial y}\left(\nabla_{\perp}^{2} \tau_{y z}^{(0)}\right)-\frac{\partial}{\partial x}\left(\nabla_{\perp}^{2} \tau_{x z}^{(0)}\right) \\
& +\frac{\partial^{2}}{\partial x^{2}} \tau_{x x}^{(0)^{\prime}}+2 \frac{\partial^{2}}{\partial x \partial y} \tau_{x y}^{(0)^{\prime}}+\frac{\partial}{\partial y} \tau_{y z}^{(1)^{\prime \prime}}+\frac{\partial^{2}}{\partial y^{2}} \tau_{y y}^{(0)^{\prime}} \tag{B.13}
\end{align*}
$$

From Eq. (17):

$$
\begin{align*}
\frac{1}{\operatorname{Pr}}\left[-\nabla_{\perp}\left(\nabla_{\perp}^{2} \chi_{0}\right) \wedge \nabla_{\perp} \chi_{0}^{\prime \prime}\right]= & -\nabla_{\perp}^{2} \tau_{x y}^{(0)}+\frac{\partial^{2}}{\partial x \partial y}\left[\tau_{y y}^{(0)}-\tau_{x x}^{(0)}\right] \\
& +\frac{\partial}{\partial x} \tau_{y z}^{(1)^{\prime}}-\frac{\partial}{\partial y} \tau_{x z}^{(1)^{\prime}} \tag{B.14}
\end{align*}
$$

From the temperature Eq. (13):

$$
\begin{equation*}
\frac{\partial \chi_{0}^{\prime}}{\partial x} \frac{\partial \theta_{0}}{\partial x}+\frac{\partial \chi_{0}^{\prime}}{\partial y} \frac{\partial \theta_{0}}{\partial y}=-\nabla_{\perp}^{2} \chi_{0}+\nabla_{\perp}^{2} \theta_{0}+\frac{\partial^{2} \theta_{1}}{\partial z^{2}} \tag{B.15}
\end{equation*}
$$

Next, the expressions for $\tau_{x x}^{(1)}, \tau_{x y}^{(1)}, \tau_{x z}^{(1)}, \tau_{y y}^{(1)}, \tau_{y z}^{(1)}$ and $\tau_{z z}^{(1)}$ are,

$$
\begin{align*}
0= & F\left[-2 a\left(\tau_{x x}^{(0)} \frac{\partial^{2} \chi_{0}^{\prime}}{\partial x^{2}}+\tau_{x y}^{(0)} \frac{\partial^{2} \chi_{0}^{\prime}}{\partial x \partial y}\right)-(1+a)\left(\tau_{x z}^{(0)}\left(\frac{\partial \chi_{1}^{\prime \prime}}{\partial x}+\frac{\partial \psi_{1}^{\prime}}{\partial y}\right)\right.\right. \\
& \left.\left.+\tau_{x z}^{(1)} \frac{\partial \chi_{0}^{\prime \prime}}{\partial x}\right)-(1-a) \tau_{x z}^{(0)} \frac{\partial \nabla_{\perp}^{2} \chi_{0}}{\partial x}-\tau_{x x}^{(0)^{\prime}} \nabla_{\perp}^{2} \chi_{0}+\frac{\partial \chi_{0}^{\prime}}{\partial y} \frac{\partial \tau_{x x}^{(0)}}{\partial y}+\frac{\partial \chi_{0}^{\prime}}{\partial x} \frac{\partial \tau_{x x}^{(0)}}{\partial x}\right] \\
& -2 F E\left[-2 a\left(\left(\frac{\partial^{2} \chi_{0}^{\prime}}{\partial x^{2}}\right)^{2}+\left(\frac{\partial^{2} \chi_{0}^{\prime}}{\partial x \partial y}\right)^{2}\right)-\frac{1+a}{2}\left(\frac{\partial \chi_{0}^{\prime \prime}}{\partial x}+\frac{\partial \chi_{0}^{\prime}}{\partial x}\right)\right. \\
& \left(\frac{\partial \psi_{1}^{\prime}}{\partial y}+\frac{\partial \chi_{1}^{\prime}}{\partial x}\right)+\frac{1+a}{2} \frac{\partial \chi_{0}^{\prime \prime}}{\partial x} \frac{\partial \nabla_{\perp}^{2} \chi_{0}}{\partial x}+\frac{\partial \chi_{0}^{\prime}}{\partial y} \frac{\partial^{3} \chi_{0}^{\prime}}{\partial x^{2} \partial y}+\frac{\partial \chi_{0}^{\prime}}{\partial x} \frac{\partial^{3} \chi_{0}^{\prime}}{\partial x^{3}} \\
& \left.-\left(\nabla_{\perp}^{2} \chi_{0}\right) \frac{\partial^{2} \chi_{0}^{\prime \prime}}{\partial x^{2}}\right]-2 \frac{\partial^{2} \psi_{1}}{\partial x \partial y}-\frac{\partial^{2} \chi_{1}^{\prime}}{\partial x^{2}}+\tau_{x x}^{(1)} \tag{B.16}
\end{align*}
$$

$$
\begin{align*}
0= & 2 F E \frac{\partial^{2} \chi_{0}^{\prime}}{\partial x \partial y}\left(\nabla_{\perp}^{2} \chi_{0}+2 a \nabla \perp^{2} \chi_{0}^{\prime}\right) \\
& -2 F E\left(\frac{\partial \chi_{0}^{\prime}}{\partial x} \frac{\partial^{3} \chi_{0}^{\prime}}{\partial x^{2} \partial y}+\frac{\partial \chi_{0}^{\prime}}{\partial y} \frac{\partial^{3} \chi_{0}^{\prime}}{\partial x \partial y^{2}}\right) \\
& +F E(a+1)\left[\frac{\partial \chi_{0}^{\prime \prime}}{\partial x}\left(\frac{\partial \chi_{1}^{\prime \prime}}{\partial y}-\frac{\partial \psi_{1}^{\prime}}{\partial x}\right)+\frac{\partial \chi_{0}^{\prime \prime}}{\partial y}\left(\frac{\partial \chi_{1}^{\prime \prime}}{\partial x}-\frac{\partial \psi_{1}^{\prime}}{\partial y}\right)\right] \\
& +F E a\left(\frac{\partial \chi_{0}^{\prime \prime}}{\partial x} \frac{\partial \nabla_{\perp}^{2} \chi_{0}}{\partial y}+\frac{\partial \chi_{0}^{\prime \prime}}{\partial y} \frac{\partial \nabla_{\perp}^{2} \chi_{0}}{\partial x}\right) \\
& -\frac{(a+1) F}{2}\left(\tau_{y z}^{(1)} \frac{\partial \chi_{0}^{\prime \prime}}{\partial x}+\tau_{x z}^{(1)} \frac{\partial \chi_{0}^{\prime \prime}}{\partial y}\right) \\
& -\frac{(a+1) F}{2}\left[\tau_{y z}^{(0)}\left(\frac{\partial \chi_{1}^{\prime \prime}}{\partial x}+\frac{\partial \nabla_{\perp}^{2} \chi_{0}}{\partial x}+\frac{\partial \psi_{1}^{\prime}}{\partial y}\right)+\tau_{x z}^{(0)}\left(\frac{\partial \chi_{1}^{\prime \prime}}{\partial y}+\frac{\partial \nabla_{\perp}^{2} \chi_{0}}{\partial y}-\frac{\partial \psi_{1}^{\prime}}{\partial x}\right)\right] \\
& -F\left(a \tau_{x y}^{(0)} \nabla_{\perp}^{2} \chi_{0}^{\prime}+\tau_{x y}^{(0)} \nabla_{\perp}^{2} \chi_{0}\right)-2 \frac{\partial^{2} \chi_{1}^{\prime}}{\partial x \partial y}+\nabla_{\perp}^{2} \psi_{1}+\tau_{x y}^{(1)} \\
& +F\left[\frac{\partial \chi_{0}^{\prime}}{\partial y} \frac{\partial \tau_{x y}^{(0)}}{\partial y}+\frac{\partial \chi_{0}^{\prime}}{\partial x} \frac{\partial \tau_{x y}^{(0)}}{\partial x}\right] \tag{B.17}
\end{align*}
$$

$$
0=F E\left[\left(\nabla_{\perp}^{2} \chi_{0}\right) \frac{\partial \chi_{0}^{\prime \prime}}{\partial x}-\frac{\partial \chi_{0}^{\prime}}{\partial x} \frac{\partial^{2} \chi_{0}^{\prime \prime}}{\partial x^{2}}-\frac{\partial \chi_{0}^{\prime}}{\partial y} \frac{\partial^{2} \chi_{0}^{\prime \prime}}{\partial x \partial y}\right]-F \tau_{x z}^{(0)^{\prime}} \nabla_{\perp}^{2} \chi_{0}
$$

$$
-2 F E \frac{\partial \chi_{0}^{\prime \prime}}{\partial x}\left[\left(a+\frac{1}{2}\right) \frac{\partial^{2} \chi_{0}^{\prime}}{\partial y^{2}}+\frac{\partial^{2} \chi_{0}^{\prime}}{\partial x^{2}}\right]
$$

$$
-\frac{F}{2} \frac{\partial \chi_{0}^{\prime \prime}}{\partial x}\left[(a-1) \tau_{x x}^{(0)}+\tau_{z z}^{(0)}\right]
$$

$$
\begin{equation*}
-2 F \frac{\partial \chi_{0}^{\prime \prime}}{\partial y}\left[E\left(a-\frac{1}{2}\right) \frac{\partial^{2} \chi_{0}^{\prime}}{\partial x \partial y}-\frac{a-1}{4} \tau_{x y}^{(0)}\right] \tag{B.18}
\end{equation*}
$$

$$
-\frac{\partial \psi_{1}^{\prime}}{\partial y}+F \frac{\partial \chi_{0}^{\prime}}{\partial x} \frac{\partial \tau_{x z}^{(0)}}{\partial x}-F a\left[\tau_{y z}^{(0)} \frac{\partial^{2} \chi_{0}}{\partial x \partial y}-\tau_{x z}^{(0)} \frac{\partial^{2} \chi_{0}^{\prime}}{\partial y^{2}}\right]
$$

$$
+\frac{\partial \nabla_{\perp}^{2} \chi_{0}}{\partial x}+F \frac{\partial \chi_{0}^{\prime}}{\partial y} \frac{\partial \tau_{x z}^{(0)}}{\partial y}+\tau_{x z}^{(1)}-\frac{\partial \chi_{1}^{\prime \prime}}{\partial x}
$$

$$
0=2 F E\left[\left(\nabla_{\perp}^{2} \chi_{0}\right) \frac{\partial^{2} \chi_{0}^{\prime \prime}}{\partial y^{2}}-\frac{\partial \chi_{0}^{\prime}}{\partial x} \frac{\partial^{3} \chi_{0}^{\prime}}{\partial x \partial y^{2}}-\frac{\partial \chi_{0}^{\prime}}{\partial y} \frac{\partial^{3} \chi_{0}^{\prime}}{\partial y^{3}}\right]-2 a F \tau_{x y}^{(0)} \frac{\partial^{2} \chi_{0}^{\prime}}{\partial x \partial y}
$$

$$
-2(a+1) F \frac{\partial \chi_{0}^{\prime \prime}}{\partial y}\left(\frac{\tau_{y z}^{(0)}}{2}+E \frac{\partial \psi_{1}^{\prime}}{\partial x}\right)
$$

$$
+2 F E \frac{\partial \chi_{0}^{\prime \prime}}{\partial y}\left[(a+1) \frac{\partial \chi_{1}^{\prime \prime}}{\partial y}-a \frac{\partial \nabla_{\perp}^{2} \chi_{0}}{\partial y}\right] F \tau_{y z}^{(0)}\left[(a-1) \frac{\partial \nabla_{\perp}^{2} \chi_{0}}{\partial y}-(a+1) \frac{\partial \chi_{1}^{\prime \prime}}{\partial y}\right]
$$

$$
+4 a F E\left[\left(\frac{\partial^{2} \chi_{0}^{\prime}}{\partial x \partial y}\right)^{2}+\left(\frac{\partial^{2} \chi_{0}^{\prime}}{\partial y^{2}}\right)^{2}\right]-2 a F \tau_{y y}^{(0)} \frac{\partial^{2} \chi_{0}^{\prime}}{\partial y^{2}}-2 \frac{\partial^{2} \chi_{1}^{\prime}}{\partial y^{2}}
$$

$$
+F(a+1) \tau_{y z}^{(0)} \frac{\partial \psi_{1}^{\prime}}{\partial x}+2 \frac{\partial^{2} \psi_{1}}{\partial x \partial y}-F \tau_{y y}^{(0)} \nabla_{\perp}^{2} \chi_{0}
$$

$$
\begin{equation*}
+\tau_{y y}^{(1)}+F\left(\frac{\partial \chi_{0}^{\prime}}{\partial y} \frac{\partial \tau_{y y}^{(0)}}{\partial y}+\frac{\partial \chi_{0}^{\prime}}{\partial x} \frac{\partial \tau_{y y}^{(0)}}{\partial x}\right) \tag{B.19}
\end{equation*}
$$

$$
\begin{align*}
& 0=F E\left[\left(\nabla_{\perp}^{2} \chi_{0}\right) \frac{\partial \chi_{0}^{\prime \prime \prime}}{\partial y}-\frac{\partial \chi_{0}^{\prime}}{\partial x} \frac{\partial^{2} \chi_{0}^{\prime \prime}}{\partial x \partial y}-\frac{\partial \chi_{0}^{\prime}}{\partial y} \frac{\partial^{2} \chi_{0}^{\prime \prime}}{\partial y^{2}}\right]+\frac{\partial \nabla_{\perp}^{2} \chi_{0}}{\partial y} \\
& -2 F E \frac{\partial \chi_{0}^{\prime \prime}}{\partial y}\left[\left(a+\frac{1}{2}\right) \frac{\partial^{2} \chi_{0}^{\prime}}{\partial x^{2}}+\frac{\partial^{2} \chi_{0}^{\prime}}{\partial y^{2}}\right] \\
& -\frac{F}{2} \frac{\partial \chi_{0}^{\prime \prime}}{\partial y}\left[(a-1) \tau_{y y}^{(0)}+(a+1) \tau_{z z}^{(0)}\right] \\
& \times 2 F \frac{\partial \chi_{0}^{\prime \prime}}{\partial x}\left[\left(a-\frac{1}{2}\right) E \frac{\partial^{2} \chi_{0}^{\prime}}{\partial x \partial y}-\frac{(a-1)}{4} \tau_{x y}^{(0)}\right] \\
& +F\left(\frac{\partial \chi_{0}^{\prime}}{\partial x} \frac{\partial \tau_{y z}^{(0)}}{\partial x}+\frac{\partial \chi_{0}^{\prime}}{\partial y} \frac{\partial \tau_{y z}^{(0)}}{\partial y}\right)+F a \tau_{y z}^{(0)} \frac{\partial^{2} \chi_{0}^{\prime}}{\partial x^{2}}-F a \tau_{x z}^{(0)} \frac{\partial^{2} \chi_{0}^{\prime}}{\partial x \partial y} \\
& +\frac{\partial \psi_{1}^{\prime}}{\partial x}-F \tau_{y z}^{(0)^{\prime}} \nabla_{\perp}^{2} \chi_{0}-\frac{\partial \chi_{1}^{\prime \prime}}{\partial y}+\tau_{y z}^{(1)}  \tag{B.20}\\
& 0=2 F E\left[\frac{\partial \chi_{0}^{\prime}}{\partial x} \frac{\partial^{3} \chi_{0}^{\prime}}{\partial x \partial y^{2}}+\frac{\partial \chi_{0}^{\prime}}{\partial y} \frac{\partial^{3} \chi_{0}^{\prime}}{\partial y^{3}}-\left(\nabla_{\perp}^{2} \chi_{0}^{\prime \prime}\right)\left(\nabla_{\perp}^{2} \chi_{0}\right)+2 a\left(\frac{\partial^{2} \chi_{0}^{\prime}}{\partial y^{2}}\right)^{2}\right] \\
& -F(a-1)\left[\tau_{x z}^{(0)} \frac{\partial^{2} \chi_{1}^{\prime \prime}}{\partial x^{2}}+\tau_{y z}^{(0)} \frac{\partial \chi_{1}^{\prime \prime}}{\partial y 1}\right] \\
& +F(a+1)\left(\tau_{y z}^{(0)} \frac{\partial \nabla_{\perp}^{2} \chi_{0}}{\partial y}+\tau_{x z}^{(0)} \frac{\partial \nabla_{\perp}^{2} \chi_{0}}{\partial x}\right) \\
& +8 F a \frac{\partial^{2} \chi_{0}^{\prime}}{\partial x^{2}}\left[E \frac{\partial^{2} \chi_{0}^{\prime}}{\partial y^{2}}+\frac{\tau_{z z}^{(0)}}{4}\right]+F(1-a)\left[\tau_{x z}^{(0)} \frac{\partial \psi_{1}^{\prime}}{\partial y}-\tau_{y z}^{(0)} \frac{\partial \psi_{1}^{\prime}}{\partial x}\right] \\
& +4 F E a\left(\frac{\partial^{2} \chi_{0}^{\prime}}{\partial x^{2}}\right)^{2}-2 F E\left(\frac{\partial \chi_{0}^{\prime}}{\partial x} \frac{\partial^{3} \chi_{0}^{\prime}}{\partial y^{3}}+\frac{\partial \chi_{0}^{\prime}}{\partial y} \frac{\partial^{3} \chi_{0}^{\prime}}{\partial x^{2} \partial y}\right) \\
& +2 F a \tau_{z z}^{(0)} \frac{\partial^{2} \chi_{0}^{\prime}}{\partial y^{2}}+F\left(\frac{\partial \chi_{0}^{\prime}}{\partial x} \frac{\partial \tau_{z z}^{(0)}}{\partial x}+\frac{\partial \chi_{0}^{\prime}}{\partial y} \frac{\partial \tau_{z z}^{(0)}}{\partial y}\right) \\
& -2 F E \frac{\partial \chi_{0}^{\prime \prime}}{\partial y}\left[(1-a) \frac{\partial \chi_{1}^{\prime \prime}}{\partial y}+a \frac{\partial \nabla_{\perp}^{2} \chi_{0}}{\partial y}\right] \\
& -2 F(a-1) \frac{\partial \chi_{0}^{\prime \prime}}{\partial y}\left[\frac{\tau_{y z}^{(1)}}{2}+E \frac{\partial \psi_{1}^{\prime}}{\partial x}\right]-2 F E \frac{\partial \chi_{0}^{\prime \prime}}{\partial x}\left[(a-1) \frac{\partial \chi_{1}^{\prime \prime}}{\partial x}-a \frac{\partial \nabla_{\perp}^{2} \chi_{0}}{\partial x}\right] \\
& -2 F(a-1) \frac{\partial \chi_{0}^{\prime \prime}}{\partial x}\left[\frac{\tau_{x z}^{(1)}}{2}-E \frac{\partial \psi_{1}^{\prime}}{\partial y}\right]-F \tau_{z z}^{(0)^{\prime}} \nabla_{\perp}^{2} \chi_{0}+\tau_{z z}^{(1)}+\nabla_{\perp}^{2} \chi_{1}^{\prime}
\end{align*}
$$

At the order of approximation the corresponding boundary conditions are,

$$
\begin{align*}
& \frac{\partial \theta_{1}}{\partial z}=0 \quad \text { at } \quad z=0,1  \tag{B.22}\\
& \frac{\partial \chi_{1}}{\partial z}=\chi_{1}=0 \quad \text { at } \quad z=0,1  \tag{B.23}\\
& \psi_{1}=0 \quad \text { at } \quad z=0,1 \tag{B.24}
\end{align*}
$$

Finally, at $O\left(\epsilon^{2}\right)$ only the equation for temperature is needed. From this equation the second solvability condition is obtained. Thus,

$$
\begin{align*}
\frac{\partial^{2} \theta_{1}}{\partial z^{2}}= & \frac{\partial \theta_{0}}{\partial \bar{t}}+\nabla_{\perp}^{2} \chi_{1}-\nabla_{\perp}^{2} \theta_{1}+\frac{\partial \chi_{0}^{\prime}}{\partial y} \frac{\partial \theta_{1}}{\partial y}+\frac{\partial \chi_{0}^{\prime}}{\partial x} \frac{\partial \theta_{1}}{\partial x}+\frac{\partial \psi_{1}}{\partial y} \frac{\partial \theta_{0}}{\partial x} \\
& -\frac{\partial \psi_{1}}{\partial x} \frac{\partial \theta_{0}}{\partial y}-\left(\nabla_{\perp}^{2} \chi_{0}\right) \frac{\partial \theta_{1}}{\partial z} \tag{B.25}
\end{align*}
$$

subjected to the following boundary conditions,
$\frac{\partial \theta_{2}}{\partial z}=\bar{B}_{L} \theta_{0} \quad$ at $\quad z=0$
$\frac{\partial \theta_{2}}{\partial z}=-\bar{B}_{U} \theta_{0} \quad$ at $\quad z=1$
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