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a b s t r a c t

Using ab initio molecular dynamics and a new approach based on the undermelt-quench method we
generated amorphous and liquid samples of CuxZr100�x (x¼64, 50, 36) alloys. We characterized the
topology of our resulting structures by means of the pair distribution function and the bond-angle
distribution; a coordination number distribution was also calculated. Our results for both amorphous and
liquids agree well with experiment. Dependence of short-range order with the concentration is reported.
We found that icosahedron-like geometry plays a major role whenever the alloys are Cu-rich or Zr-rich
disregarding if the samples are amorphous or liquid. The validation of these results, in turn would let us
calculate other properties so far disregarded in the literature.

& 2015 Elsevier B.V. All rights reserved.
1. Introduction

Much attention has been paid to amorphous metallic systems
in recent years. However, these systems have been studied since
1960 when Duwez et al. were the first to report the experimental
generation of the Au75Si25 metallic glass [1].

In the late 1980s a large variety of multicomponent amorphous
alloys were available: binary, ternary, etc. [2]. In spite of this, the
simplicity of binary alloys has been an appealing factor to study
them due to the limited number of constituents; particularly, the
Cu–Zr alloys have become very prominent since they are good
formers of glassy samples [3–7]. Among the experimental works
concerning the characterization of the Cu–Zr alloys—particularly
the Cu64Zr36 concentration—the work by Wang et al. [8] is to be
noted. They prepared both 1 mm rods and ribbons with a con-
centration of Cu64.5Zr35.5 and analyzed it via X-ray diffraction
(XRD). They found that the major number of polyhedra arrange-
ments present in their samples were icosahedron-like dense
packing clusters with a concentration of Cu7.75Zr5.25 and with
minor distortions.

In another experimental work performed by Mattern et al. [7]
both XRD and neutron dispersion (ND) of an ingot of Cu65Zr35
were reported, finding a total coordination number of 13.2. Unlike
lván-Colín),
Wang et al., they found a large variety of polyhedra arrangements
in their local structures, thus arguing that there was no obvious
indication suggesting the existence of a dominant cluster struc-
ture. In addition there are other experimental studies where co-
ordination numbers and first neighbor distances were reported
using XRD [9,10]; however no information about the local geo-
metry was provided.

Amorphous Cu–Zr system has not only been studied experi-
mentally, but also from the simulational point of view by means of
dense random packing [9], reverse Monte Carlo (RMC) [7,8], first
principles molecular dynamics [8,11] and other approaches which
involve tight-binding, second moment approximation or classical
molecular dynamics [12–18]. First principles methods usually in-
volve melting the sample with a subsequent fast quenching stage
to avoid crystallization.

On the other hand, it is interesting to study the liquid phase
since there is a debate about short-range order (SRO) in the melt
[19]; specifically icosahedron-like ordering has been related to
glass forming ability upon cooling since such packing becomes
highly stable in the glass, reducing atomic mobility and enhancing
the vitrification of the material. In addition, there was a recent
study of liquid CuxZr100�x (x¼80, 72, 65, 57, 50, 33.3) by ab initio
molecular dynamics reported by Hao et al. [20]. They performed
correlated low diffusivities in the liquid with the presence of some
specific clusters including icosahedra which, they argued, were
responsible for slowing the dynamics in the composition range
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whether icosahedron-like ordering prevails upon phase changing
and concentration variations since such SRO geometry has been
considered as preponderant.

In the present work we have applied two variants of an ab initio
process which has demonstrated to lead to good results for
semiconducting amorphous structures [21–27] and metallic
structures such as amorphous and liquid aluminum [28,29], the
undermelt-quench approach, to generate amorphous and liquid
CuxZr100�x (x¼64, 50, 36) alloys. We report the corresponding
total and partial pair distribution functions (PDF & pPDFs) in order
to study the atomic environment in each phase. Inasmuch as the
presence of icosahedral clustering in the Cu–Zr metallic glass has
been discussed [7,8,30], we performed a bond-angle distribution
(BAD) analysis to compare the icosahedron-like ordering present
in both liquid and amorphous phases since this method has been
useful in the analysis of the topology of metallic glasses [31–33].
With this we could track the evolution of icosahedron-like SRO as
a function of the phase of the system and the concentration of
each constituent. We ponder over agreements and discrepancies
with experimental data and with other theoretical results.

Our new approach generates reliable amorphous and liquid
transition metal alloys that allows us the calculation of other
properties, such as the electronic and vibrational ones [34] which
have been almost thoroughly disregarded in the literature and
which might lead to other potential applications of these materials
besides their well-known mechanical ones.
2. Methodology

In order to computationally generate the liquid and amorphous
samples we used DMol3 [35–37], a DFT-based code included in the
Materials Studio Suite. We used the local density approximation
(LDA) and the exchange-correlation functional due to Perdew and
Wang [38]. Spin-unrestricted calculations with a double-numer-
ical basis set that include d polarization functions (dnd) were
employed [35]. In order to optimize the computational resources—
inherent to first principles calculations—we used dspp (DFT semi-
local pseudopotentials) which replaces the effects of core electrons
by a simple potential adding a certain degree of relativistic effects
[36]. Pseudopotentials allow us to reduce CPU time without
compromising the quality of the calculations. Cut-off distances
were set at 4.4 Å for Cu and 5.3 Å for Zr and an NVT Nosé–Hoover
thermostat along with the Verlet velocity integrator algorithmwas
used. Periodic boundary conditions were also incorporated.

For all our simulations we use two different time steps: the
default time step (DTS), which is proportional to m /5min where
mmin is the smallest mass in the system (Cu), DTS was then 3.57 fs;
and three times the DTS: 10.71 fs (3DTS) in order to improve the
dynamical process during melting and heating. We did this in
order to verify how the time step affected the resulting structures
generated by the variants of the undermelt-quench process, since it
is often argued that large time steps result in error calculations or
in colliding atoms that would destabilize the structure.

The undermelt-quench method, as reported by Valladares et al.
involves a linear heating of the simulation cell to a few Kelvin
below the melting point or the corresponding liquidus, and well
above the glass transition temperature in 100 steps. After that, the
sample is immediately cooled down linearly to 0 K with a cooling
rate equal to the heating rate. During this process, the atoms are
allowed to move within the simulation cell at constant volume
and at atmospheric pressure. Once this heating/cooling stage is
completed the samples are subjected to annealing cycles at 300 K
with intermediate quenching stages using the same cooling rate as
in the first cooling period [21]. The variants applied to our
simulation cells are described below.
Moreover, we know that the undermelt-quench method works

best with time steps larger than the default ones in the case of
semiconductors, therefore we are exploring its transferability to
transition metal systems as well.

We started from cubic supercells with 108 atoms of Cu, from
which either 39, 54 or 69 atoms were randomly substituted by
atoms of Zr in order to have the corresponding concentrations:
Cu64Zr36 (64–36), Cu50Zr50 (50–50) and Cu36Zr64 (36–64), whose
corresponding densities were taken from experiment [7]:
7.75 g/cm3, 7.33 g/cm3 and 7.01 g/cm3. The same initial 108-atom
supercells were used both to generate the liquid and the amor-
phous samples, contrary to some studies where either the crys-
talline or a linearly adjusted density is used.

2.1. Amorphous samples

To generate the amorphous samples with DTS the initial su-
percells were linearly heated in 300 steps from 300 K up to 1223 K
(Cu64Zr36), 1198 K (Cu50Zr50) and 1263 K (Cu36Zr64); these tem-
peratures are a few Kelvin below the corresponding liquidus of the
experimental value reported in the phase diagrams of the alloys
[39] (undermelt stage), forcing the structures to quickly randomize
as the temperature rises. Then the samples were cooled down to a
few Kelvin in 397 (Cu64Zr36), 399 (Cu50Zr50) and 393 steps
(Cu36Zr64) (quench stage). This number of corresponding cooling
steps for each alloy was set in order to have the same cooling rate
as in the heating stage. On the other hand, for the samples gen-
erated using 3DTS the linear heating was carried out in 100 steps
from 300 K to the above mentioned temperatures, but the number
of cooling steps were 133 for Cu64Zr36 and Cu50Zr50 and 131 for
Cu36Zr64.

Once the undermelt-quench process was completed the result-
ing structures were subjected to a geometry optimization to relax
the emerging stresses due to the thermal process and to find the
final structures corresponding to the local energy minima. The
convergence criterion used was set so that the energy fluctuations
were lesser than 1�10�5 Ha (1 part in 1010). At this point the
atoms were allowed to move in the direction of the forces to
minimize the structure energy, but the length of the cell edges was
kept constant. No optimization cell was performed since it would
lead to a different density value which would not coincide with
the experimental value used.

2.2. Liquid samples

For the melting process using DTS the linear heating took 300
steps from 300 K to 1333 K (Cu64Zr36), 1308 K (Cu50Zr50) and
1373 K (Cu36Zr64), while using 3DTS the melting stage was carried
out during 100 steps up to the same temperature as with DTS,
above their corresponding liquidus temperatures of the experi-
mental value reported in the phase diagrams of the alloys [39] in
the liquid phase regime. Next, the molten samples were kept at
constant temperature during 500 steps (plateau), regardless of the
time step used. This subsequent constant temperature stage allows
the system to become stable in the molten phase as previously
reported in liquid aluminum and liquid silicon alloys [28,29].

Contrary to the case of amorphous samples, the geometry op-
timization was not performed since it would have led to a struc-
ture that would not correspond to a representative structure of the
liquid. However, since the computer generation leads to several
structures that would produce non-distinguishable PDFs, we
averaged the last 15 steps of the plateau in order to have a better
representation of the liquid [29]. This is so because the energy
does not change noticeably, therefore, for all practical purposes,
these last 15 configurations are energetically equivalent as
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previously reported by Díaz-Celaya et al. [29].
For both amorphous and liquid samples generated with DTS

and 3DTS we performed two sets of simulations and averaged
them afterwards in order to avoid fortuitous results of a single set
of simulations. Additionally, to properly compare our resulting
amorphous and liquid structures with the experimental results
[7,8,19], we weighted our pPDFs using the following expression
[40–42]:
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depending on the experimental technique considered.
Furthermore, by taking the first minimum of the corresponding

pPDFs as the interatomic distance between each pair of atoms we
calculated the BAD for each sample.

We must make clear that our process does not mimic the way
an amorphous material is prepared or grown experimentally, but
it does have the purpose of generating structures that adequately
represent the real ones.
Fig. 1. pPDFs of the resulting amorphous structures using (a) DTS and (b) 3DTS.
Cu–Cu and Zr–Zr pPDFs are compared to crystalline Cu and Zr correspondingly. Cu–
Zr pPDFs are compared to stable B2 crystalline phase of Cu50Zr50.
3. Results and discussion

In Fig. 1 we show the pPDFs of the resulting amorphous
structures. In the case of the Cu–Cu partial generated with the DTS
we see that the peaks up to a distance of 5.5 Å are akin to the
crystalline peaks regardless of the concentration. Also for Cu–Cu
and Zr–Zr we see that first neighbor distances are shortened with
respect to the corresponding crystalline positions (c-Cu and c-Zr)
suggesting that in the SRO regime the atoms tend to move to
positions which minimize the local energy and stabilize the
amorphous phase (Table 1). This cannot be analyzed in the case of
the Cu64Zr36 and Cu36Zr64 partial since there is no stable crystal to
compare with, except for the B2 crystalline phase of Cu50Zr50 (c-
50–50); so diffused peaks in the amorphous that barely keep si-
milarity to the B2 crystal are observed.

In the case of the structures generated with 3DTS the peak
resemblance with crystalline copper and zirconium is not so evi-
dent; we can assert that fluctuations in the PDFs are reduced using
3DTS. Moreover, we notice a displacement to the right in the first
peak of Zr–Zr pPDF upon adding zirconium [11] as expected,
which is not present in the DTS Zr–Zr pPDF.

As for the total PDFs, in Fig. 2 we notice a clear displacement to
larger distances upon adding zirconium which we expected since
such element prevails and so does its first neighbor shell distance. In
the case of the DTS-generated structures we see a resemblance to
crystalline Cu50Zr50 peaks which is enhanced in the 50–50 PDF. This
behavior is not present in the 3DTS-generated amorphous. Therefore,
this suggests that DTS does not fully amorphize our supercells with
our undermelt-quench method. Furthermore, in the 50–50 con-
centration this is more evident since, upon quenching, the structure
may undergo a phase competition between the amorphous and the
stable B2 phase which is present above 930 K according to [39].
Wang et al. previously discussed this stability of Cu50Zr50 glass in
terms of the competing intermetallic and stable phases [5].
In our resulting liquid samples we can see from Fig. 3 that the
pPDFs exhibit a smoother behavior compared to the amorphous
structures, i.e., the first peaks lower in height and are more dif-
fused, meaning that the possible remaining structural memory
from the initial ordered configuration vanished. Moreover the bi-
modal behavior in the second peak almost disappeared. Once
more, we observe that the DTS-generated samples, though dis-
ordered, have structural remnants of the solid which is reflected in
the fluctuations beyond second neighbor distances, which is not
the case for the 3DTS-generated liquids.



Table 1
First neighbor distances rij and coordination numbers Nij for amorphous and liquid
DTS- and 3DTS-generated structures.

At.% Cu 64 50 36

DTS 3DTS DTS 3DTS DTS 3DTS

Amorphous
rCuCu 2.48 2.48 2.48 2.48 2.48 2.48
rCuZr 2.73 2.73 2.73 2.73 2.73 2.73
rZrZr 2.98 3.08 2.98 2.98 2.93 2.98
rTotal 2.68 2.68 2.68 2.73 2.78 2.78
NCuCu 6.0 6.4 4.1 4.6 3.0 3.6
NCuZr 5.1 5.3 6.6 6.1 7.0 7.7
NZrCu 8.9 9.4 6.6 6.1 4.0 4.3
NZrZr 5.8 6.0 7.5 7.5 8.4 8.6
NCu 11.1 11.7 10.7 10.7 10.0 11.3
NZr 15.7 15.4 14.1 13.6 12.4 12.9
NTotal 12.4 13.0 12.4 12.2 11.5 11.8

Liquid
rCuCu 2.43 2.43 2.38 2.38 2.43 2.38
rCuZr 2.73 2.73 2.73 2.68 2.68 2.68
rZrZr 3.13 3.03 2.98 3.13 3.08 2.98
rTotal 2.68 2.68 2.78 2.73 2.73 2.83
NCuCu 5.7 6.4 5.0 3.4 3.2 3.1
NCuZr 5.8 5.1 6.0 6.5 7.7 7.3
NZrCu 10.3 9.0 6.0 6.5 4.3 4.1
NZrZr 5.6 6.1 7.4 8.2 8.6 8.9
NCu 11.5 11.4 11.0 9.9 10.9 10.4
NZr 15.9 15.1 13.4 14.6 12.9 13.3
NTotal 13.1 12.8 12.2 12.3 12.0 12.1

Fig. 2. PDFs of the resulting amorphous structures using (a) DTS and (b) 3DTS. The
crystalline positions correspond to the stable B2 crystalline phase of Cu50Zr50.

Fig. 3. pPDFs of the resulting liquid structures using (a) DTS and (b) 3DTS.
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The above mentioned behavior is also observed in the total PDFs
in Fig. 4. Once more we see that upon adding zirconium the first
peaks move towards larger distances, i.e., towards the crystalline first
neighbor distance of pure zirconium. In particular, the DTS Cu36Zr64
exhibits a well-defined bimodality in the first coordination peak
which of course does not correspond to a liquid-like behavior. This
strengthens the fact that DTS is not so adequate to generate liquids
using the undermelt-quench-based methodology.

We computed the partial coordination numbers for all amor-
phous and liquid structures using the expression N J r rdij

r
ij0

1∫= ( ) ,

where Jij is the partial radial distribution functions: J r r4ij ij
2π ρ( ) =

(pRDFs) the values of r1 are the positions of the first minima of the
pRDFs, ρij is the average density of j-type atoms around i-type
atoms defined as c g rij j ij0ρ ρ= ( ), with ρ0 the number density, cj the
concentration of j-type atom, and gij(r) the corresponding pPDF.
Total coordinations were obtained by adding the partial



Fig. 4. PDFs of the resulting liquid structures using (a) DTS and (b) 3DTS.

Fig. 5. Total PDF comparison of our 3DTS-generated amorphous samples with
experimental XRD.
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coordination numbers Nij. All coordination values are reported in
Table 1.

In the case of the partial Nij and total N we see that both Cu–Cu
and Cu–Zr values decrease as Cu is removed from the alloy which
is also the case of the total coordination, while Zr–Zr increases as
expected. Such tendency is also present in the liquid samples. The
fact that the total coordination number decreases and the position
of the first peak increases as Zr prevails in the alloy is related to
the possible SRO geometries adopted, and of course this has to do
with the atomic sizes, i.e., the first neighbor atoms rearrange as Zr
atoms are added by moving slightly far from the reference atom
due to the zirconium size. This is also verified from Figs. 1 and 3 in
Zr–Zr pPDF where first and second neighbor distances are in-
creased upon Zr addition; this tendency is to be expected and was
previously discussed in [19], and also seen in [11].

Furthermore, although our partial coordinations vary some-
what with respect to other simulational studies, the discrepancy of
the total coordinations with the experimental values is always less
than 6% for the amorphous. More interesting are the results for the
liquid structures. Surprisingly, although it is well known that total
coordination numbers are generally reported by experimentalists,
and thus is one of the features that should be compared to validate
one's modeling results, in Ref. [11] neither the total PDFs nor the
total N s′ for the undercooled and liquid samples were reported,
although they could be easily obtained from pPDFs and partial Nij.

When comparing with Jakse and Pasturel we found a slight
difference with their partial values. We also can see that the values
of N for the total PDFs vary from the ones reported in [19] where
they obtained a 13.7 value for the 33.3–66.7 concentration while
we obtain a value of 12.0 for both DTS and 3DTS; they obtained
13.6 for their 50–50 sample whereas we have a value of 12.2 for
both time steps. We believe that such discrepancies arise from the
fact that the experimental value N was calculated by integrating
the RDF up to the corresponding first minima of the total PDFs; we
used such method for the pPDFs only, which means that the ex-
perimental N value may include spurious contributions from sec-
ond neighbors overestimating the coordination, contrary to our
case where we reduced such contributions by adding Nij to obtain
the total N.

We have then that DTS has a direct influence on the final
structures since some contributions from the initial crystalline
configurations still appear in the region between the first and
second peaks of the corresponding pPDF and PDFs as mentioned
above. On the other hand, a larger time step (3DTS) lets the dy-
namics of the system evolve better within the undermelt-quench
framework without atomic overlaps, atomic collisions or without
compromising the SCF convergence. Therefore this strengthens
the fact, as previously proven [44,45], that 3DTS is the best time
step to generate an amorphous structure with the undermelt-
quench method. Then we consider that 3DTS samples are more
representative and these are the ones that we shall compare with
experiment.

In Fig. 5 we show a comparison of our amorphous alloys with
experimental XRD results of Mattern et al. [7] and Mendelev et al.
[15]. We make this total PDF comparison along with first peak
positions and coordination number, because other ab initio-only
simulations either provide the pPDFs or PDFs, and do not properly
contrast their results with experiment. We notice that our PDFs
and the experimental ones manifest a very good agreement. In the
case of our amorphous 64–36 concentration the resemblance is
remarkable not only in the first peak but all along the whole 1–
10 Å range. In the case of the 50–50 there are slight differences in
the first peak right shoulder and in a small bump around 3.75 Å,
which might be due to the presence of atoms between the first
and second coordination shells upon cooling. As for the 36–64
concentration, our curve is displaced somewhat to shorter dis-
tances which means that in the SRO regime some atoms move
slightly towards each other pushing other atoms in between first
and second neighbor distances, contrary to the 50–50 case, in
which is represented as a very small bump around 3.75 Å. We also
compare the 64–36 concentration with Wang et al. (Fig. 6a)



Fig. 6. (a) Total 3DTS-generated amorphous reduced PDF, G(r), comparison with
experimental XRD and (b) total structure factor comparison of our liquid 50–50
sample at T¼1308 K with experimental liquid at T¼1310 K.

Fig. 7. SNN structure factor comparison of our liquid samples with the corre-
sponding experimental XRD compositions of [19] and with simulations reported in
[11].

Fig. 8. pPDF comparison of our liquid samples with the theoretical 64–36 liquid
reported in Ref. [11].
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noticing a good agreement of our reduced PDF, G(r), apart from
minor discrepancies in the second peak.

Our liquid samples are compared also with experiment. In
Fig. 6b we show the total structure factor S(Q) of our 50–50 liquid
alloy which exhibits a nice agreement with experiment as well;
however some differences arise. The first peak of our study is
predicted to be at Q¼2.70 Å�1, while experimentally it is reported
to be at Q¼2.65 Å�1, which represents an error of 2%.

Since the Bhatia–Thornton [46] SNN partial structure factor
provides information about the mean square fluctuations in the
particle number, i.e., topological information about atom ordering,
in Fig. 7 we show the calculated SNN of our 50–50 and 36–64 liquid
alloys and we compare them with experimental liquids reported
by Holland-Moritz et al. and Jakse and Pasturel. From the com-
parison we see that our results are displaced to slightly higher Q
values; however, for the 50–50 case we notice a better agreement
with experiment than the work reported in [11] for the 46–54
concentration. Differences arise in the case of our 36–64 alloy in
the height of the first peak and the first minimum, as well as in the
second peak bimodality.

Likewise, we show in Fig. 8a comparison of our liquid pPDFs
with the ones obtained by Jakse and Pasturel noticing great si-
milarities apart from slight variations in the heights of the first
peaks. Nevertheless, for distances beyond 4 Å a displacement of
our curves to shorter distances is exhibited which we believe is
due to the temperature difference of 167 K between 1333 K and
1500 K.

The knowledge of the PDFs allows us to compute the bond-
angle distributions using the interatomic distance between atoms.
These interatomic distances were taken as the first minima in the
pPDFs; thus, we obtained all partials (not reported) and total BADs
as shown in Fig. 9. They all exhibit peaks near the angles 60°, 63.5°,
108° and 116.5° implying a possible presence of icosahedron-like
SRO in both the amorphous and liquid samples to some extent;
however, the peaks are sharper for the amorphous structures than
for the simulated liquids (Fig. 9). This means that the liquid phase
is somewhat more homogeneous than the amorphous one
because the peaks in the BAD become more diffuse; a signal of the
presence of other bong-angles which form other possible SRO
geometries. However, the characteristic peaks of an icosahedron-
like SRO prevail.

In order to go beyond the BAD results, we performed a co-
ordination-number distribution (CND) analysis to track the pre-
sence of possible geometries by counting directly the number of
neighbors of each atomic species in our structures. We show in
Fig. 10 that icosahedron-like geometry (12 neighbors) stands out
as the main geometry. As Zr content increases the possible for-
mation of Cu-centered distorted icosahedra decreases in both the
amorphous and liquid sample, but does not vanish. It is also



Fig. 9. BAD of the resulting amorphous structures using (a) DTS and (b) 3DTS and
of the resulting liquid samples with (c) DTS and (d) 3DTS.

Fig. 10. Coordination number distributions for our amorphous and liquid struc-
tures generated with 3DTS.

Fig. 11. 12-bonded atoms percentage calculated from the CND for our amorphous
and liquid structures.
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noteworthy that since angles about 60° prevail in our BADs re-
gardless the composition or phase of the samples, Zr-centered SRO
geometries must fit the ones proposed by Frank and Kasper (FK),
the so-called FK-Zn polyhedra which are geometries associated to
the so-called triangulated coordination shells [47,48]. Of course
these polyhedra do not appear in our structures as ideal but rather
distorted due to the disordered nature of our samples and to
atomic size differences between copper and zirconium. Thus, Zr-
centered polyhedra are mainly Zn with n¼13, 14, 15, 16, 17 and
even 18 for liquid 64–36 concentration, exhibiting a decrement in
n as zirconium is added; there are also a few Cu-centered Z13 and
Z14. Although there are some results which pointed out that such
behavior is expected in some BMGs [49], the case of the Cu–Zr 50–
50 and 36–64 concentrations reported in our work have not been
considered explicitly elsewhere, besides SRO geometries in liquid
Cu–Zr alloys as a function of concentration have not been widely
discussed.

By weighting the presence of atoms with 12 bonds in the cor-
responding structures we tracked the percentage of atoms that
might exhibit icosahedron-like SRO (Fig. 11). We found that liquid
samples tend to have a lower percentage than the amorphous
ones agreeing with the experimental report of Holland-Moritz
et al. [19]. Surprisingly, we also found that the number of atoms
with 12-bonds is the lowest for both amorphous and liquid 50–50
samples. Recalling the analysis of the total and partial PDFs for our
amorphous 50–50 concentration we confirm the phase competi-
tion that the system undergoes, where the B2 stable phase is
characterized by a bcc configuration whose angles are 70.32°,
109.47° and 180°, whose contributions—although not clearly ob-
served in Fig. 9a and b for amorphous samples—are undoubtedly
different from zero.

From the CND analysis we believe that the presence of such
complex geometries in our samples is a consequence not only of
the packing among nearby atoms, but it is also related to the
chemical bonding of atoms depending on how the local atomic
environment changes, which in turn is a direct effect of the elec-
tronic interactions; i.e., mixing of s, p, and d orbitals of every
atomic species should play a role in bonding that leads to different
SRO configurations. For this reason a more extensive study of the
electronic properties of amorphous and liquid Cu–Zr alloys [34]
must be carried out that aims at providing a better understanding
of the interactions and contributions of every component to
bonding.
4. Conclusions

By applying two variants of the undermelt-quench method, we
generated amorphous and liquid Cu–Zr alloys that show a good
structural agreement with other simulations and with available
experiments. We found that the amorphous 50–50 concentration
undergoes a phase competition with the stable B2 crystalline
structure upon cooling; however, this is more obvious when using
the default time step because due to the slower dynamics, the
system tends to reach the crystalline stable Cu50Zr50 phase rather
than the disordered phase. Coordination numbers show a ten-
dency to decreasing icosahedron-like SRO upon Zr addition in
amorphous structures, and although liquid samples show a lower
icosahedron-like SRO, a similar tendency is observed. We found
several signals that lead us to conclude that icosahedron-like SRO
plays a dominant role in either amorphous or liquid structures;
moreover, a range of possible geometries appear which include FK
Zn polyhedra due to the prevailing peaks in the BADs around 60°,
related to the so-called triangulated coordination shells, regardless
of the atomic type located at the center of the polyhedra. Our
results agree with other simulational reports, but most im-
portantly with the amorphous and liquid structures generated
experimentally; this in turn would allow us to calculate other in-
teresting properties that have long been disregarded in the lit-
erature: the electronic and vibrational ones, that would aid to
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understand the diverse phenomena that take place in these ex-
ceptional materials.
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