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A B S T R A C T

We study models of hairy nanoparticles in contact with a hard wall. According to the first model the ligands
are grafted to a spherical core, while in the second model they can slide over the core surface. Using
Molecular Dynamics simulations we investigate the differences in the structure of both system close to the
wall. In order to characterize the distribution of the ligands around the core we have calculated the end-to-
end distances of the ligands and the lengths and orientation of the mass dipoles. Moreover, for the model
with mobile ligands we also employed a density functional approach to obtain the density profiles. We
have found that the proposed version of the theory is capable to predict the structure of the system with a
reasonable accuracy.

© 2017 Elsevier B.V. All rights reserved.

1. Introduction

It is our honor to dedicate this manuscript to the memory of
an extraordinary scientist and extraordinary person Prof. Lesser
Blum. Two of us (S.S. and O.P.), in particular, would like to
appreciate friendship, scientific and non-scientific discussions with
Lesser during his trips to Europe and Mexico in past decades.
Lesser Blum has made important contributions to the theory of
liquids, solutions and theoretical electrochemistry. One of his inter-
ests was in the applications of the theory of chemical association
aiming at modelling of architecture of species in complex liquids
or describing peculiar intermolecular bonding, see e.g. [1–5]. Our
present contribution heavily rests on using the ideas of associa-
tion for the construction of hairy nanoparticles and focuses in the
properties of such complex fluid close to a solid surface.
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The behavior of nanoparticles at different interfaces has attracted
strong interest in the last years, what is undoubtedly connected with
scientific and technological importance of such systems [6,7]. Our
better understanding the structure and thermodynamic properties
of nanoparticles at interfaces can be crucial for getting deeper
knowledge on complex physical processes like heterogeneous catal-
ysis, biological surface activity, biosensing and self-assembly [8–12].

Despite the great effort devoted to numerous experimental inves-
tigation of the adsorption, assembly and dynamics of nanoparticles at
interfaces [13–19], a clear understanding of the rules governing the
behavior of nanoparticles at interfaces and development of theoreti-
cal tools to describe and to predict their adsorption at solid surfaces
is still an open challenge.

Among different kinds of nanoparticle one can distinguish the so-
called hairy nanoparticles, that is the nanoparticles built of spherical
central units (cores) functionalized with organic ligands (chains).
Hairy nanoparticles are good candidates for developing relatively
simple coarse-grained models describing their architecture. Both
cores and segments of chain ligands can be treated as spheri-
cal units, bonded by imposing simple (e.g., harmonic) potentials.
Indeed, the structure of chains’ brush grafted to the core has been
studied in several works employing simple models by theoreti-
cal methods, as well as by computer simulations, cf. Refs. [20–23].
Usually, theoretical description has been based on Density Functional
approaches.
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Density Functional Theory (DFT) is a statistical-mechanical
conceptual framework to analyze structure and thermodynamic
properties of fluids. DFT can be applied to a wide range of interfacial
phenomena, as well as problems in adsorption, colloidal science and
phase transitions in fluids. The theory was first used to study simple
fluid interfaces in the late 1970s [24]. Since then, numerous versions
of DFTs have been applied to cover a wide range of fields [25,26]
and to study more and more complex problems. Among differ-
ent systems investigated by means of DFT approaches we mention
here about associating fluids [27–29], ionic fluids, [27,30] systems
involving dipolar molecules, [31] Janus particles, [32,33] and systems
with polyatomic molecules [34,35] Also, several novel efficient and
accurate algorithms for solving density profile equation have been
developed, see e.g. [36–38].

Recently, DFTs have been employed to describe systems with
molecules of quite complex geometries [39–42], or even geometrical
constructs. For example, Marechal et al. [43] proposed two versions
of DFT to study rod-like triangular prisms and to gauge the effect of
the cross section of the rods on liquid crystal phase behavior.

One of the first approaches to describe bulk systems involving
star and branched polymeric molecules was proposed by Blas and
Vega [44]. According to their model, the excess Helmholtz free
energy due to intramolecular connectivity is separated into two
contributions, one accounting for the formation of the articulation
vertex, and a second one due to the formation of arms. The approach
of Blas and Vega was extended to the case of nonuniform systems
by Malijevský et al. [45] Later, several alternative DF approaches for
polymers with complex geometries have been developed, cf. [46–49]
Majority of the works cited above have assumed equal sizes of all
segments of polymers. However, Jiang et al. [50] developed a DFT
for rod-coil copolymers with different size segments. Their approach
combines a modified fundamental measure theory for the excluded-
volume effects [51,52], Wertheim’s [53] first-order thermodynamics
perturbation theory for the chain connectivity and the mean field
approximation for van der Waals attraction. The architecture of
star polymers and of hairy nanoparticles is similar. Both type of
particles consist of a central particles (the articulation vertex or the
core molecule) and a number of chains attached to it. Therefore, a
theory that combines the approaches of Refs. [45,50] seems to be
a promising candidate for describing nonuniform system involving
hairy nanoparticles.

In this work we study two model of hairy nanoparticles con-
fined at a hard wall. According to the first model the ligands are
attached to a core at fixed grafting points, whereas in the second –
they can “slide” over the core surface. In both cases we neglect the
presence of a solvent. In other words, both models belong to the
class of models with an implicit solvent. According to that treatment
the presence of a continuous solvent is accounted for by introducing
“effective” interactions between nanoparticles. Systems with mobile
ligands, such as CdSe/CdS core–shell particles with a brushlike layer
of polyethylene oxide or branched polyethyleneimine and others
have been studied previously. [54–60] However, examples of the sys-
tems with ligands attached at fixed points are given in Refs. [61,62]
We already know that ligands mobility can change the effective
interactions between nanoparticles [63].

Our purpose is two-fold. First, using molecular dynamics simula-
tions we compare the structure of the molecules in layers adjacent
to the wall. In order to estimate how the distribution of segments
around nanoparticles depends on the ligands mobility, we evaluated
the so-called mass dipoles [64–66] and computed the histograms
of their lengths and orientations with respect to the wall. Next, for
the model with mobile ligands we have compared the results of
simulations with theoretical predictions obtained from a version of
DFT. The organization of our work is as follows. In Section 2.1 we
describe the two models in details and the method of simulations.
Section 2.2 is devoted to the description of the DFT used in our

work. Next, Section 3.1 presents simulation data for both models
in question and Section 3.2 compares the simulation data with
theoretical predictions. The paper is summarized in Section 4.

2. Theoretical description

2.1. Model and simulations

A single particle is build of a spherical core of diameter s0 and
L chains (ligands) grafted at its surface. Each single chain is built of
N tangentially jointed spherical segments of equal diameters s s ≡
s . All the ligands are identical. The first segment of each ligand is
grafted to the core and the grafting distance is d = (s0 + s)/2.

We study two models. In the first one, abbreviated as the model
M in what follows, the tethered segments can “slide” over the sur-
face of the sphere of diameter 2d. In the second case (the model F)
the first segments of ligands are rigidly bonded at the vertices of a
regular, convex polygon inscribed into the sphere of the diameter
2d. According to F model the angles a0,ij between the consecutive
vectors bi and bj pointing from the core center to the center of the
grafted segments i and j are fixed. We consider the systems M and F
with six ligands, L = 6, each composed of N = 6 segments. In the
model F the ligands are attached at the vertices of an octahedron.

The core-grafted segment, u(b)
0s , and the segment-segment, u(b)

ss
bonds are assured by imposing the harmonic potentials

u(b)
0s = k0s(r − d)2, (1)

and

u(b)
ss = kss(r − s)2. (2)

In the case of the model F the angles between grafted segments i and
j are kept by assuming the harmonic angular potentials

u(a)
ij

(
aij

)
= ka

(
aij − a0,ij

)2, (3)

where a0,ij is the equilibrium angle between two nearest bonds
(p/2).

The non-bonded segment-segment (ss), segment-core (0s) and
core-core (00) interactions were modelled by Lennard-Jones (12,6)
potentials

ukl(r) =

⎧⎨
⎩4ekl

[
(skl/r)12 − (skl/r)6

]
, r < rcut,kl,

0, otherwise,
(4)

where kl = ss, 0s, 00 and r is the distance between interacting
species and ekl

′s are the energy parameters. We assume the Lorentz-
Berthelott combining rules for the cross interactions, i.e., s0s =
(s00 +s ss)/2 and e0s =

√
e00ess. According to our notation s00 ≡ s0,

s ss ≡ s s, e00 = e0 and ess = es. If the cut-off distances are rcut,kl =
skl, then the interactions are purely repulsive.

The van der Waals potential energy involves intramolecular and
intermolecular segment-segment and segment-core interactions.
The intramolecular contribution is the sum of the potentials (4) and
the summation is carried out over all entities (core and segments)
within a given molecule. Determining intramolecular energies have
also assumed that the entities that are directly bonded, do not
interact via the Lennard-Jones forces.
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The system with hairy particles was confined between two hard
planar walls, located at z = 0 and z = Lz. Thus, the wall-core and the
wall-segment potentials are given by

v0(z) =

{
0, s0/2 < z < Lz − s0/2,

∞, otherwise,
(5)

and

vs(z) =

{
0, s/2 < z < Lz − s/2,

∞, otherwise
. (6)

The parameters s = s s (the diameter of the segments) and
e = e0 (the core-core energy parameter) are the units of the length
and of the energy, respectively. The mass of the core molecule, m was
assumed to be the unit of mass. The mass of each segment was (arbi-
trary) set equal m/10. The dynamic properties of the system would
depend on the accepted ratio of the masses, but our interest is only
in the evaluation of the equilibrium structure of the system. In our
study s0 = 4s and es = e/10. Moreover, we assumed purely repul-
sive core-segment and segment-segment interaction. In other words,
the segments of the ligands “screen” attractive core-core forces. The
cut-off distance of the latter forces was equal 3s0s. The constants k0s

and kss were 1000e/s2, while the constant ka was 1000e/(radian2).
The reduced length, time and temperature and energy are respec-

tively defined as follows r∗ = r/s , t∗ = t
√
e/(ms2) and T∗ = kT/e.

All the calculations were performed at T∗ = 2.
The Molecular Dynamics simulations were carried out in a

cuboidal box of the size Lx × Lx × Lz using LAMMPS [67,68] pack-
age. The temperature was controlled by Berendsen thermostat. The
distance Lz was large enough to assure independence of the parti-
cles at both walls. It ranged from 120s to 240s . In the majority of
the runs the box dimension Lx was 120s , sometimes a bigger box
was also used. The total number of particles varied from 10,000 to
15,000. (Since each nanoparticle is built of 1 core atom and 36 seg-
ments, the total number of simulated atoms was 37 times larger.)
Usually, the simulations were carried with Dt∗ = 0.001. Note that
in simulations the wall-core and wall-segment interactions, Eqs. (5)
and (6), were modelled using LAMMPS wall/reflect utility. After equi-
libration (usually, for 107 timesteps) the production runs for at least
108 timesteps were performed.

During production runs we evaluated the local densities of partic-
ular entities, a pseudo-two dimensional radial distribution functions
in the slabs of 1s wide in planes parallel to the walls. Moreover, we
have computed the end-to-end distances, de(z), averaged over all lig-
ands within a given particle in function of the distance of the core
from the “bottom” (at z = 0) wall. Next, for the model M we have
calculated the histograms of the distances Rd(z) between tethered
segments for a set of z values. For the model F the distribution of the
distances Rd(z) exhibits two very sharp Gaussian peaks at Rd = 2d
and Rd = d

√
2; the width of these peaks is determined by the values

of the force constants k0s and ka.
For each particle we also have calculated the mass dipole. Accord-

ing to its definition [64–66] we determine the center of mass of
all the segments, Rl, first, and then define the mass dipole vec-
tor as Rm = Rl − r0, where r0 is the position of the core. The
vector Rm characterizes the symmetry of the distribution of the seg-
ments. The orientation of the mass dipole of the nanoparticles can
be described the distribution function P(z, t), where t = cos(h) and h

is the angle between the vector Rm and the unit vector perpendicu-
lar to the bottom wall. In order to probe uncorrelated configurations,
the accumulation of the structural quantities was carried out after 50
consecutive timesteps.

2.2. Density functional theory

The density functional theory employed here is closely related
to the approach described previously [45]. In contrast to simu-
lations, the length of the bonds in the theory is constant. As in
simulation, the core molecule is labeled by the subscript 0 and the
consecutive segments starting from the tethered segment – by the
subscripts 1, 2, . . . , N. The ligands (arms), however, are distinguished
by the superscripts 1, 2, . . . , L. In our model all the arms are identi-
cal. In the theory the intramolecular bonding potential, Vb(R), has the
form [45,50]

exp [−Vb(R)/kT] =
L∏

i=1

d
(∣∣∣r0 − r(i)

1

∣∣∣ − d
)

4pd2

N−1∏
j=1

d
(∣∣∣r(i)

j − r(i)
j+1

∣∣∣ − s
)

4ps2
,

(7)

where R =
(

r0,
{

r(i)
j

})
, i = 1, 2, . . . L, j = 1, 2, . . . , N denotes the

positions of the core and all ligands’ segments. We stress that the
potential (7) corresponds to the model M. The intramolecular bind-
ing potential for the model F, however, should additionally contain
the angular-dependent terms, cf. Ref. [50].

The second difference between the models used in theory
and simulation results from the treatment of segment-segment,
segment-core and core-core van der Waals forces. The theory is
based [45,50] on perturbational treatment, according to which the
function (4) is divided into repulsive, reference part and the attrac-
tive contribution (perturbation),

u(att)
kl (r) =

{
0, r < skl,

ukl(r), otherwise,
. (8)

In our approach the reference potential is just the hard-sphere
potential with the hard-sphere diameter equal skl. We are aware
that more sophisticated treatments exist [69], but since we are
interested in determination of the structure of the particles at tem-
perature much higher than the bulk critical temperature, we have
decided to employ this simplest division.

In the systems studied here, the division of the potential into
attractive and repulsive parts applies only to the core-core interac-
tions, while the core-segment and segment-segment van der Waals
interactions are modelled by the hard-sphere potentials.

The grand potential of the system, Y, is as a functional of the local
density q(R),

Y [q(R)] = Fid [q(R)] + Fex [q(R)] +
∫

dR [Vext(R) − l]q(R). (9)

In the above l is the configurational chemical potential, Vext(R) is
the external potential field, being the sum of the external potential
energies acting on the core and all the segments,

Vext(R) = v0(r0) +
L∑

i=1

N∑
j=1

vs

(
r(i)

j

)
, (10)

Fid[q(R)] is the ideal free energy,

Fid [q(R)] /kT =
∫

dRq(R) [Vb(R) + ln(q(R)) − 1] , (11)

and Fex[R] is the excess free energy. The latter functional is the sum of
the contributions resulting from hard-sphere repulsion between all
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the atomistic entities (cores and segments), Fhs[q(R)], the contribu-
tion due to the intramolecular binding, Fb[q(R)], and the contribution
arising from attractive interactions between the species, Fatt[q(R)].

To proceed, we define the total, angular averaged local density,
qt(r) by

qt(r) = q0(r) +
L∑

i=1

N∑
j=1

q
(i)
j (r) =

=
∫

dRd(r − r0)q(R) +
L∑

i=1

N∑
j=1

∫
dRd

(
r − r(i)

j

)
q(R), (12)

Since all ligands have the same length and all segments are identical,
then for both models M and F studied here the local densities q

(i)
j (r)

do not depend on the ligand number, i. Therefore, we introduce the
total densities of segments j, irrespective to which ligand they belong
to, qj(r) =

∑L
i=1 q

(i)
j q

(i)
j (r).

Following refs. [45,50] the excess free energy contribution
Fhs[q(R)] is evaluated by using Rosenfeld’s approach that requires the
introduction of four scalar and two vector weighted densities and
the White-Bear theory for the free energy of hard-spheres [51,52].
Because this approach is quite standard, we refer a reader to the
original publications [50–52]. We only recall that it uses four scalar
na(r), a = 0, 1, 2, 3, and the two vector, nV c,m(r), c = 1, 2, weighted
densities are given by

na(r) = na,0(r) +
N∑

j=1

na,0(r) =
∫

dr′q0(r′)wa,0
(∣∣r − r′∣∣)

+
N∑

j=1

∫
dr′qj(r′)wa,j

(∣∣r − r′∣∣) (13)

and

nVc(r) = nVc,0(r) +
N∑

j=1

nVc,j(r) =
∫

dr′q0(r′)wVc,0
(∣∣r − r′∣∣)

+
N∑

j=1

∫
dr′qj(r′)wVc,j

(∣∣r − r′∣∣) , (14)

where the scalar, wa,m(|r − r′|), and vector, wV c,j(|r − r′|) weight
functions are given in Refs. [50,52].

The free energy resulting from attractive intermolecular forces
can be described by using a mean-field approximation. In our case

Fatt [q(R)] =
1
2

{∫
dr0q0(r0)

∫
dr′

0q0 (r′
0) u(att)

00

(∣∣r0 − r′
0

∣∣)} . (15)

The free energy contribution due to the intramolecular connec-
tivity is approximated by the expression resulting from Wertheim’s
theory of association, generalized [45,50,53] to nonuniform fluids

Fb/kT =
∫

dr
[

L − LN
LN + 1

n0(r)n(r) ln yhs(s ,s , {na})

− L
LN + 1

n0(r)n(r) ln yhs(s ,s0, {na})
]

, (16)

where n(r) = 1 − nV2(r) • nV2(r)/n2
2(r) and lnyhs(s ,s , {na}) and

lnyhs(s ,s0, {na}) are the contact values of the hard-sphere cavity
functions, i.e., the values of y(s, s1, {na}) at the distance (s + s1)/2 and
they are given by Eq. (11) of Ref. [50].

The density profile equations are obtained minimizing the grand
canonical potential, dY/q(R) = 0. For the system with local densities
varying in one dimension, z, we obtain

q0(z) = exp(l/kT)h0(z)
[
G(N+1)(z)

]L
(17)

and

q
(i)
j (z) = exp(l/kT)h(i)

j (z)G(N+1−j)(z)G̃( j+1)(z), (18)

where

h(i)
j (z) = exp

{
−

[
dFex/dq

(i)
j (z) + vs(z)

]
/kT

}
,

h0 = exp
{− [dFex/dq0(z) + v0(z)] /kT

}

and where h0(z) ≡ h(i)
0 (z). We recall, that according to our model the

functions h(i)
j are independent of the ligand index i; thus we can drop

the superscript (i) in the symbols of these functions, hj ≡ h(i)
j . The

functions G(j) and G̃( j) are given by the following recurrence relations

G( j)(z) =
∫

dz′hN−j+2(z′)
H

(
dN−j − ∣∣z − z′∣∣)

2dN−j
G( j−1)(z′), (19)

for j = 2, 3, . . . , N and G(1)(z) ≡ 1,

G̃(2)(z) =
∫

dzh0(z′)
H

(
d0 − ∣∣z − z′∣∣)

2d0

[
G(N+1)(z′)

]L−1
, (20)

and, for j > 2,

G̃( j)(z) =
∫

dzhj(z′)
H

(
dj − ∣∣z − z′∣∣)

2dj
G̃( j−1)(z′). (21)

In the above H(d − z) is the step-function and d0 = d and dj = s

for j = 2, 3, . . . , N. Details on the numerical methods are given in
Refs. [45,50].

In contrast to the approach of Ref. [45], where the second-order
Wertheim theory was employed to determine the free energy contri-
bution due to intramolecular bonding, the theory outlined above is
based on the first-order approach. The second-order term in Ref. [45]
was introduced to take into account the geometry of the points of
tethering. An alternative treatment was proposed by Jiang et al. [50],
where the geometry of the particles was assured by imposing angu-
lar bonds and angular-dependent bonding potential, cf. Eq. (7) of
Ref. [50]. Neglecting the angular-dependent binding potential corre-
sponds to the model M with “mobile” ligands. It is also possible to
generalize the theory to the model F, following the ideas of Jiang et al.
However, in the case of the ligands tethered at the vertices of an octa-
hedron such a generalization would require introduction of binding
potentials and each of them should be a function of two angles. Con-
sequently, the density profile equations would appear to be much
more complicated and cumbersome for an efficient numerical work.
For this reason we have limited the application of the theory to the
model M. In numerical calculations we have used the Fast Fourier
Transform method to calculate all convolution integrals and the grid
size equal to 0.02s .

3. Results and discussion

3.1. Computer simulations: a comparison of two models

In this part of our work we discuss how the structure of particles
at the wall depends on mobility of ligands. In Figs. 1 and 2 we display
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the simulated density profiles of cores (parts a), of all segments
(parts b),

qs(z) =
N∑

j=1

qj(z), (22)

and the tethered segments (parts c) for the systems involving par-
ticles with fixed (Fig. 1) and mobile (Fig. 2) ligands. The color codes
of consecutive lines are explained in parts a. The bulk densities,
q0bs

3
0 , have been evaluated by averaging the profiles in the region of

z-values from Lz/2 − 10s to Lz/2 + 10s .
The inset to Fig. 1a shows how the position of the first maxi-

mum of q0(z) changes with the bulk density, while the inset to Fig. 2a
displays the excess adsorption isotherms of the cores

C0 =
∫ Lz/2

0
dz [q0(z) − q0b] (23)

for two models is question.
Except for very low densities q0b the differences between density

profiles for two models in question are significant (the structure of
both systems at very low densities is discussed below, cf. Fig. 7).

Due to ligands mobility in the model M, the distance of the clos-
est approach of cores to the wall is the same as for the cores without
ligands, d(M)

c = s0/2 = 2s . When a particle is approaching the wall,
the ligands can move to the other part of the core and the core can
“touch” the wall. Of course, re-arrangement of the ligands is impos-
sible for F particles. In this case the distance of the closest approach
is d(F)

c = d
√

2/2 + s/2 ≈ 2.27s . At higher bulk densities q0b the
first maximum of q0(z) of M particles (Fig. 2a) is at the distance of

the closest approach, d(M)
c and with this respect the particles behave

like spheres at a hard wall. At low bulk densities the first maximum
of q0(z) shifts toward higher distances from the wall, but except for
very low q0b we observe a pronounced jump of q0(z) at z = d(F)

c .
For F particles (Fig. 1a), however, the first maximum appears at

the distance zmax1 that is definitely higher than d(F)
c and for lower

wall-core distances, z < zmax1, local densities decay smoothly to zero.
With an increase of q0b, the value of zmax1 decreases, but even at the
highest investigated bulk density the value of zmax1 is still well higher
than c(F)

c (cf. the inset to Fig. 1a). The shape of the q0(z) profiles in
Fig. 1 resembles the shape of the profiles of spherical particles in
contact with soft, repulsive (or weakly attractive) wall.

The inset to Fig. 2a compares the excess adsorption isotherms of
the cores. The adsorption is negative in the range of the investigated
densities q0b. Higher values of C0 for the model M results from much
higher first maximum of the density profiles q0(z) for this model.

The differences between the profiles for all segments, qs(z),
(Figs. 1b and 2b) are less pronounced than the differences between
the profiles of the cores. It is not surprising, since in both models the
ligands are fully flexible and their segments move in the space in a
similar manner (in both models identical restrictions resulting from
bonds between consecutive segments exist). However, the density
profiles of the tethered segments for the models F and M differ signif-
icantly (cf. Figs. 1c and 2c). For the model F and for high bulk densities
the functions q1(z) exhibit well pronounced maxima at z ≈ 0.5s and
at x ≈ 4s . They correspond to the core particles located at (almost)
the distance of the closest approach. Then, a part of tethered seg-
ments (marked as “1” in the schematic plot in the right upper corner
of Fig. 1c.) is located directly at the wall, while some other part of seg-
ments (marked as “2”) is at z ≈ 4s . However, for high bulk densities
the profiles q1(z) for the model M exhibit a maximum at z ≈ 4.3s .
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The location of this maximum is nearly equal to the average distance
from the wall of the tethered segments for the core particle located at
the distance of the closest approach, dM)

c and the tethered segments
grouped at the hemisphere of the core opposite to the wall, cf. the
schematic plot at the right upper corner of Fig. 2c.

Fig. 3 displays examples of the radial distribution function of the
cores for the models F (part a) and M (part b) and at bulk densities
q0bs

3
0 , given in the figures. At each density the radial distribution

functions were calculated for pairs of cores located in a layer of 0.8s
thick, parallel to the wall and centered at z = zmax1, the first max-
imum of the profile q0(z). At low densities the correlation functions
for both models are similar. This is not surprising. Our recent studies
[63] have indicated that the potentials of the mean force between
a pair of nanoparticles are only slightly dependent on mobility of

ligands. At higher densities the differences become more and more
visible (note that the correlation functions are determined in the
most dense part of the system). For the model F the core-core corre-
lations are more pronounced than for the system M. Mobility of the
ligands reduces the height of the first g(r) peak and diminishes its
oscillations.

It is interesting to see how the structure of segments around a
single core changes with the distance of the core particle from the
wall. As we have mentioned above, we have introduced the following
measures to characterize the distribution of the segments, namely:
(i) the histograms of the distances between the tethered segments,
Rd(z); (i) the end-to-end distances for ligands, de(z), and, (iii) the
mass dipoles, their length and orientation with respect to the vector
perpendicular to the wall. Fig. 4a displays normalized histograms of
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0 , of cores are given in the figures.
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the distances between all pairs of tethered segments. The calcula-
tions were carried out at two bulk densities q0bs

3
0 , given in the figure

and at two distances of the core particles from the wall. The plots
presented here are characteristic for other bulk densities. At larger
distances from the wall the curves PR(Rd) are almost identical as
those evaluated at z = 10s . Moreover, also bulk density has a small
influence on their shape. However, at small distances z (cf. the curves
at z = 2s) the shape of PR(Rd) is different from that in the bulk part
of the system and changes with q0b. In particular, number of pairs
of tethered segments separated by the distance 5s decreases signif-
icantly, especially for higher bulk density. This observation agrees
with the suggested behavior of the molecules while discussing the
profiles q1(z) (cf. Figs. 1c and 2c). We note that for the model F with
ligands rigidly attached at the vertices of the octahedron the distri-
bution PR(Rd) has the form PR(Rd) = 12

15d(Rd − d
√

2) + 3
15d(Rd − 2d)

and is independent of z.
Fig. 4b and c show how the end-to-end distance changes with the

distance of the core from the wall and with bulk density. The mean-
ing of the lines is the same as in Figs. 1a (for the model F) and 2a
(for the model M). An increase of q0b causes a decrease of the val-
ues of de(z) for both models. In fact, for a given model the plots de(z)
at different densities run almost in parallel. Smaller end-to-end dis-
tances mean that the ligands are “more coiled”, thus for both models
an increase of q0b causes coiling of ligands.

Although the changes of end-to-end distances with z are rather
small, they are more pronounced for the model F. In the case of the
model M the minimization of the free energy of the system at a given
q0b is connected with the re-arrangement of the distribution of all

entities in the space. The re-distribution of the segments occurs via
“sliding” tethered segments and the changes of the configurations
of remaining segments within a given ligand. The effect of “sliding”
seems to be dominant, and, consequently the changes of de with z are
small for this model. In the case of the model F, however, the “slid-
ing” is impossible, and the effect of re-arrangement of non-tethered
segments within particular ligands dominates.

In the case of the model F the end-to-end distances are the largest
for the molecules located at the wall, i.e., the F ligands are more
stretched at the wall and more coiled in the system interior. For the
model M the situation is otherwise: the ligands are slightly more
stretched in the bulk part of the system. However, except for the
region close to the wall the values of de(z) are slightly higher for M
than for F molecules.

In Figs. 5 and 6 we have plotted the characteristics of the mass
dipoles. By definition, the mass dipole characterizes the symmetry
of the distribution of the segments around a core. The information
that the length and the orientation of the mass dipoles provides is
similar to the information resulting from the values of the diagonal
elements of the matrix of the radii of gyration. In Fig. 5a, b (the model
F) and 6a we show the histograms of the length of the mass dipoles
as functions of the distance of the core from surface and of the bulk
density. The length of the mass dipoles for the model M is almost two
times larger than for the model F: at large bulk densities the max-
ima of Pm(Rm) distributions lie around Rm ≈ 0.5s for the model F
and around Rm ≈ s for the model M. For both models the lengths Rm

are larger if the cores are at the distance of the closest approach. This
is not surprising, since the presence of the wall enforces asymmetry
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0 = 0.499. All the calculations are for the

model F.

in the distribution of ligands. At larger distances z the histograms
Pm(Rm) are almost indistinguishable. Moreover, they are only slightly
dependent on the bulk density: the positions of the maximum of
Pm(Rm) are marginally smaller at higher bulk densities. In the case
of more dense systems, the segments are “more compressed”, and,
consequently, the mass dipoles are slightly shorter.

Examples of the functions characterizing orientation of the mass
dipoles is displayed in Fig. 5c and 6b. According to the definition of
the angle h (t = cosh), for h = 0 the majority of the segments is
concentrated at the hemisphere of the core opposite to the wall, for
h = p/2, the mass dipole is parallel to the wall, and for h = p the
mass dipole vector points toward the wall. In general, the orientation
effects are more pronounced at higher bulk densities. At low densi-
ties they are very weak. We stress that these effect are much more
pronounced for the model M (Fig. 6b),but general orientational ten-
dency is similar for both models. In both models for the first layer
core particles (i.e. for the particles adjacent to the wall) the predom-
inant orientation of the mass dipoles is characterized by the angle
h = 0 (t = 1). For the next layer the mass dipoles run in parallel
to the wall, and for the third layer h = p. However, in the case of
M molecules the distinguished orientation with h = 0 extends over
larger than for the F molecules z distances than for the F molecules
and a vicinity of the wall this orientation prevails. Unfortunately,
physical interpretation of the differences is difficult.

As we have stressed above, at very low bulk densities the profiles
for the systems F and M are quite similar (except for the profiles q0(z)
at distances approaching the distances of the closest approach). In
Fig. 7 we compare the profiles q0(z) (part a) and qs(z) (part b) for two
models in question at q0bs

3
0 = 0.0062. Moreover, we have evaluated

the “Boltzmann averaged” wall-core potentials of the mean force,

Ve(z)/kT = − lim
q0b→0

ln
〈
q0(z)/q0b

〉
. (24)

The linear extrapolation to zero bulk density was carried out per-
forming simulations at two, extremely low bulk densities, q0bs

3
0 =

0.001 and 0.0005, and performing averaging over a huge number of
timesteps.

The plot of Ve(z)/kT for both models shows the inset to Fig. 7. For
the model M the wall-core potential is effectively less repulsive when
z → d(M)

c . This is the effect of segments’ mobility - the segments can
move to the hemisphere of the core opposite to the wall when the
core approaches the closest approach distance.

At low q0b the potential ve(z) can be used in the Boltzmann
equation to evaluate the profiles

q0(z) = q0b exp[−ve(z)/kT]. (25)

The Boltzmann profiles (25) are also shown in Fig. 7a. One could say
that the agreement with simulations is quite satisfactory. However,
there is one important discrepancy: even at so low bulk density the
simulated profiles exhibit small maxima at z = zmax1 ≈ 6.3s while
these maxima are absent in the case of the Boltzmann profiles. Thus,
even at so low bulk density the linear (in bulk density) approxima-
tion is not accurate enough and higher-order terms of the virial local
density expansion [70] should be taken into account.

In Fig. 7b we compare the profiles of the segments, qs(z) for the
models F and M. The evaluated curves are very similar. However,
the characteristics of the distribution of segments around cores are
different in both models. The insets show (i) the histograms of the
length of the mass dipoles at z = zmax1 and (ii) the dependences of
the end-to-end distances of ligands as functions of the distance of the
core particles from the wall. The course of the above characteristics
is quite similar as in the case of higher densities, discussed above.
However, it is surprising that the observed differences in the func-
tions Pm(Rm) and de(z) for both models have so small influence on the
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density profiles qs(z). Note that for the systems M and F at very low
densities no pronounced orientation of the mass dipoles was found
and the functions P(z, t) (cf. Figs. 5c and 6b for higher densities) are
almost constant and independent of z and t. For the sake of brevity
the plots of these functions have been omitted.

3.2. Density functional theory results for the model M

Finally, we would like to compare the results of the Density
Functional Theory with simulations. As we have mentioned above,
the version of the theory is suited for the model M. Its extension
would require introduction of angular-dependent binding potentials.
In the case of a complex geometry like that for the model F this
modification of the theory would lead to quite complex equations,
prohibiting an effective numerical calculations. Moreover, the den-
sity functional theory has been developed for the Grand Canonical
ensemble, where the chemical potential is an input variable that
characterizes the bulk state of the system. In computer simulations
we have determined the bulk densities and used them as input data
in the density functional calculations. This leads to some inconsis-
tencies of the theory and, consequently to errors, especially for the
profiles at the wall, see [71].

In Fig. 8 we compare the local densities (reduced by the corre-
sponding bulk values) of cores (part a), of all segments of ligands
(part b) and of tethered segments (part c), evaluated from simu-
lations (symbols) and from Density Functional Theory (lines). Note
that the color codes of the curves is the case as in Fig. 2. Having in
mind the differences between the models employed in simulations
and theory (harmonic vs. fixed bonds) we can state that the agree-
ment of theory with simulations is quite satisfactory. The observed

discrepancies are smaller at higher densities, especially for profiles
of segments. With an increase of the density the hard-sphere contri-
bution to the system free energy becomes more and more significant
and we know that the density functional theory of hard-sphere
mixtures predicts quite well the structure near a hard wall.

At higher bulk densities the density profiles of segments qs(z)
exhibit two cusps at z/s = 1.5 and at z/s = 4.5. In the case of
the profiles of tethered segments the cusps appear z/s = 4.5. These
cups are clearly visible on the profiles evaluated from the theory,
while simulated profiles are rounded off. The appearance of the cusps
results from the existence of bonds. The cups at z/s = 1.5 results
from configurations where one segment is at the distance of the clos-
est approach from the wall and its neighboring segment is located
perpendicularly to the wall at the bonding distance from the first
one. The cusps at z/s = 4.5 correspond to a situation in which th
e core remains at the distance of the closest approach from the wall
and the tethered segment is located at the line perpendicular to the
wall. In the case of the qs(z) profiles these cusps are less developed
than the cusps at z/s = 1.5 since the amount of tethered segments
of 1

6 of the total amount of segments; they are clearly seen on the
q1(z) profiles. This rounding off the simulated profiles is the effects
of “softness” of the bonds in the model employed in simulations. The
cusps observed here have the same origin as the cusps in the profiles
of tethered layer at a wall [72].

4. Summary

In this work we have performed molecular dynamics simulations
of the structure of systems involving two kinds of hairy particles in
contact with a hard wall. According to the first model (the model
F), the tethering points of ligands were located at vertices of a reg-
ular octahedron, while in the case of the model M the ligands could
“slide” along the sphere, representing the core of the nanoparticle.
All calculations were carried out for an “implicit solvent models”,
i.e., no explicit solvent molecules were present in the system, but
the interactions in the systems should be treated as effective, solvent
mediated ones. Despite of the above simplifications the simulated
systems comprised hundreds of thousands of “atomic species” (i.e.
segments of ligands and cores). The interactions between particu-
lar segments, as well as between segments and cores were purely
repulsive and the core-core interactions were modelled by Lennard-
Jones (12,6) potential. In other words, the interactions with segments
effectively “screen” direct core-core attractions.

For both systems in question we evaluated the density profiles
of cores and of segments. To characterize the distribution of ligands
around the core and to investigate how this distribution changes
with the core distance from the wall we have determined the end-
to-end distances of ligands and the lengths and orientations of the
mass dipoles. Moreover, for the model M we have also computed the
histograms of the distances between tethered segments.

At low bulk densities the density profiles of cores and of segments
for both models are similar, although the distributions of segments
around cores are different. In the limit of the bulk density q0b → 0 we
have also evaluated the mean force core-wall potentials and checked
if the Boltzmann approximation can be employed to describe the
q0(z) profiles at low densities.

With increasing bulk densities the differences between the den-
sity profiles for the models F and M become more and more signif-
icant. With increasing bulk density the layers of F nanoparticles are
compressed gradually toward the wall, similarly as the soft spheres
would do. In other words the ligands attached at fixed positions
act as an effective elastic shell, due to entropic elasticity of these
polymer fragments. Consequently, one observes an increase of the
effective diameter of F nanoparticle and effective softness of the sur-
face. However, for the model M at higher bulk densities the location
of the first local density peak is independent on the bulk density and
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its position is the same as for bare core particles. This is the conse-
quence of sliding all ligands away from the surface. The behavior of
the model M resembles the behavior of loosely coupled mixture of
large core particles and ligands.

We have evaluated the mass dipoles that characterize the distri-
bution of segments around the cores. The length of the mass dipoles
for the model M is almost two times larger than for the model F
and also the orientational effects of the mass dipoles are much more
pronounced for the model M.

In order to describe the density profiles for the model M we
have used a version of the density functional approach. This theory
works reasonable well at higher densities and the more significant

deviations are observed for low values of q0b, where the hard-sphere
contribution to the system free energy becomes less significant.
We have also discussed the origin of the presence of cusps on the
segment density profiles.

In our opinion it would be of interest to extend the present study
to the case of hairy molecules confined between two hard walls (in
slit-like pores). The presence of two walls should lead to more pro-
nounced differences between two investigated models. Also, in is
interesting to check how the changes of the length and number of lig-
ands, under constraint of constancy of the total number of segments
L × N would influence of the structure of adsorbed layers. All these
problems are under study in our laboratory.
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[72] M. Borówko, W. Rżysko, S. Sokołowski, T. Staszewski, Density functional

approach to adsorption and retention of spherical molecules on surfaces
modified with end-grafted polymers, J. Phys. Chem. B 113 (2009) 4763.

http://refhub.elsevier.com/S0167-7322(17)33815-1/rf0310
http://refhub.elsevier.com/S0167-7322(17)33815-1/rf0315
http://refhub.elsevier.com/S0167-7322(17)33815-1/rf0320
http://refhub.elsevier.com/S0167-7322(17)33815-1/rf0320
http://refhub.elsevier.com/S0167-7322(17)33815-1/rf0325
http://refhub.elsevier.com/S0167-7322(17)33815-1/rf0330
http://refhub.elsevier.com/S0167-7322(17)33815-1/rf0335
http://refhub.elsevier.com/S0167-7322(17)33815-1/rf0340
http://refhub.elsevier.com/S0167-7322(17)33815-1/rf0345
http://refhub.elsevier.com/S0167-7322(17)33815-1/rf0350

	Molecular dynamics and density functional study of the structure of hairy particles at a hard wall
	1. Introduction
	2. Theoretical description
	2.1. Model and simulations
	2.2. Density functional theory

	3. Results and discussion
	3.1. Computer simulations: a comparison of two models
	3.2. Density functional theory results for the model M

	4. Summary
	Acknowledgments
	References


