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The main objective of this work is to demonstrate that non-local terms of the structure variable and
shear-stress is a sufficient condition to predict multiple bands in rheologically complex fluids, i.e.,
shear-thickening fluids. Here, shear bands are considered as dissipative structures arising from spatial
instabilities (Turing patterns) rather than the classical mechanical instability. In the present analysis,
a monotonic relation between shear-stress and shear-rate holds. The formation of banded patterns is
discussed for shear-thickening fluids with a model that consist of an upper-convected Maxwell-type
constitutive equation coupled to an evolution equation for the structure variable, in which both non-
local terms of the stress and of the structure variable are included (non-local Bautista-Manero-Puig
model). The Turing mechanism is used to predict a critical point for primary instabilities (stable bands),
while the amplitude formalism is used to predict secondary instabilities and marginal curves. Published
by AIP Publishing. https://doi.org/10.1063/1.5051768

I. INTRODUCTION

In 1952, Allan Turing proposed that diffusion can cause
instabilities in an otherwise stable reaction system (Turing,
1952), leading to a break-up of spatial symmetry and the devel-
opment of spatial structures known as Turing patterns. Such
structures were given much attention in the context of non-
equilibrium systems, named therein “dissipative structures”
(Nicolis and Prigogine, 1977; Manneville, 1990; and Kim and
Park 1993), where the Turing mechanism has been associated
with the presence of interacting species having different mobil-
ities and cooperative interactions (Walgraef, 1996). Close to
the instability threshold, Turing patterns may display sec-
ondary instabilities, causing complex spatio-temporal phase
dynamics (Peña Pellicer, 2002; Gambino et al., 2012; and
Walgraef, 1996). Such complex behaviors can be qualitatively
described via weak non-linear techniques, namely, amplitude
equations which depend on the primary instability rather than
on the particular model used (Manneville, 1990; van Beijeren
and Ernst, 1994; and Walgraef, 1996). Such linear stability
analysis and non-linear techniques have been used previously
in the context of shear-banding instabilities in granular mate-
rials (Shukla and Alam, 2013) and in elastic solids (Walgraef,
1996), leading to a Landau-type amplitude equations.

Non-local spatial terms are neglected in homogeneous
flow regimes, although their contribution is important to obtain
stable solutions in some finitely extensible nonlinear elastic
(FENE) models (El-Kareth and Leal, 1989). In addition, the
incorporation of polymer diffusivity into constitutive equa-
tions has been of considerable interest, motivated by the fact
that there are fundamental difficulties with the existence of
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solutions and convergence of numerical algorithms in the sim-
ulation of complex flows of non-Newtonian fluids when these
effects are neglected (Öttinger, 1992 and Bhave et al., 1991).

In recent years, non-local spatial terms have been given
attention in the study of shear-banding in systems where,
given the strong feedback between the structure of the fluid
and the flow dynamics, a spatially inhomogeneous state with
regions of different mechanical properties coexist for a fixed
level of shear-stress (or shear-rate) (Aradian and Cates 2005;
Wilson and Fielding, 2006; and Fielding and Wilson, 2010).
In some mesoscopic models, the instabilities come from the
feedback between the shear-stress and the physical struc-
ture of the micelles, i.e., through reaction-like interactions
(Cates, 1987 and Cates and Fielding, 2010), and the tube
dynamics of elongated structures (Doi and Edwards, 1989 and
Mead et al., 1998). These models are extremely difficult, and
even untractable in the non-linear flow regime (Fardin and
Lerouge, 2012). Nevertheless, shear-banding is considered
to arise from a thermodynamic-like, mechanical instability,
inherent to a non-monotonic relation between shear-stress
and shear-rate in the constitutive model (Aradian and Cates,
2005; Wilson and Fielding, 2006; Fardin and Lerouge, 2012;
Porte et al., 1997; Bautista et al., 2002; 2007; Manero et al.,
2007; and Garcı́a-Sandoval et al., 2012). Such instability is of
spinodal-type, which determines a shear-stress (or shear-rate)
plateau and fixes the possible coexisting states in question.
Therefore models with a non-monotonic relation between
shear-stress and shear-rate form two stable bands (with a flat
interface), determined by the stress plateau.

The classical shear-banding phenomenon described
before was motivated by time- and space-average measure-
ments. Nevertheless, experiments with enhanced temporal and
spatial resolution showed fluctuations to the classical picture
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in micellar systems (Fardin and Lerouge, 2012; Lerouge and
Berret, 2010; and Olmsted, 2008). Such fluctuations have been
reported at the local scale, i.e., by flow birefringence where the
induced bands are shown to have a complex spatio-temporal
behavior, while velocity profiles obtained by nuclear magnetic
resonance (NMR) demonstrated that the band-interface may
exhibit regular and erratic motions (Manneville, 2008; Fardin
et al., 2010; and Fardin and Lerouge, 2012). Other complex
phenomena, such as intermittent band nucleation, have also
been observed (Fardin et al., 2015; Fardin and Lerouge, 2012;
and Lerouge et al., 2008). Also, velocimetry experiments have
revealed a strong feedback between the boundary conditions
and the bulk dynamics, without distinguishing the proper rela-
tion between these effects (Fardin and Lerouge, 2012). These
complex behaviors are known features of dissipative struc-
tures (Manneville, 1990; Peña Pellicer, 2002; and Walgraef,
1996), and thus shear-banding and rheo-chaos are potential
manifestations of non-local instabilities in complex fluids.

Besides to all these complex phenomena, shear-
thickening fluids present additional complications (Olmsted,
2008), most of them emerging from the fact that the mechan-
ics of the thickening process are not well understood (Mitkin
and Thofanous, 2017; Olmsted, 2008; Townsend and Wilson,
2017; and Vázquez-Quesada et al., 2017). Some kinetic mod-
els propose that thickening behavior of material comes from
repulsive interactions and contact forces between the particles
within the fluid (Townsend and Wilson, 2017), while continu-
ous models discuss the different types of shear-thickening, i.e.,
continuous and discontinuous (Townsend and Wilson, 2017
and Vázquez-Quesada et al., 2017). In the latter, the fluid can
form multiple bands due to a discontinuity in the viscosity
(Vázquez-Quesada et al., 2017).

In this work, attention is given to the prediction of multiple
bands in fluids with monotonically increasing flow-curves. The
non-local spatial contributions are studied and sufficient condi-
tions to induce stable spatial patterns in rheologically complex
fluids are given. These fluids are modeled with a constitutive
equation containing a stress-deformation rate relation coupled
with an evolution equation describing the fluid internal struc-
ture within a tensorial generalized scheme. The analysis covers
shear-thickening fluids flowing in an unbounded simple shear.
A weak non-linear technique (amplitude formalism) is then
used to predict secondary instabilities and a phase equation is
obtained, allowing qualitative comparison with experimental
results reported in the literature.

II. THE BMP MODEL

Flow phenomena in complex fluids have been analyzed
with the Bautista-Manero-Puig (BMP) model (Bautista et al.,
1999). This rheological model couples non-linear viscoelastic
effects with structural parameters of the fluid, consisting in the
upper-convected Maxwell equation (1) and a kinetic equation
for structural changes due to the flow (2). The tensorial form
of this system is:

σ +
1

Gϕ
O
σ=

2
ϕ
γ̇, (1)

dϕ
dt
=
ϕ0 − ϕ

T
+ k(ϕ∞ − ϕ)σ : γ̇, (2)

O
σ=

dσ
dt
−

(
L · σ + σ · LT

)
. (3)

Here d
dt is the material-time derivative, γ̇ is the symmetric part

of the velocity-gradient tensor L, G is the elastic relaxation
modulus, ϕ represents the fluidity (inverse of the viscosity η),
ϕ0 and ϕ∞ are the fluidities at zero and high shear-rate, respec-
tively, T is the characteristic time of structural reformation, and
k is a kinetic parameter that modulates stress dissipation. When
the parameter k is constant, the BMP model can predict a great
variety of rheological phenomena, such as non-Newtonian
viscosity, viscoelasticity, and thixotropy for complex fluids
(Bautista et al., 1999).

The original BMP model has been extended to analyze
shear-banding in micellar fluids (Bautista et al., 2002), wherein
the parameter k is expanded to a first-order dependence on the
second invariant of γ̇, yielding a cubic relation of the fluidity
with the shear-rate. The cubic BMP model predicts a non-
monotonic relation between the shear-stress and the shear-rate,
resulting in a region of negative slope in the flow-curve, which
can be analyzed through spinodal decomposition, leading to
formation of shear-bands. The predictions of the cubic BMP
model have been extensively studied in the context of shear-
banding of micellar fluids (Bautista et al., 2002 and Manero
et al., 2007).

The extended irreversible thermodynamics formalism
provides a fundamental grounding to the BMP model (Manero
et al., 2007 and Garcı́a-Sandoval et al., 2012); this deriva-
tion shows that the model includes inhomogeneous, non-local
terms when a diffusive current is included in the formula-
tion, allowing couplings between the stress, structure, and their
spatial dependence. The resulting equations are:

σ +
1

Gϕ
O
σ=

2
ϕ
γ̇ + β′2(∇J)S , (4)

dϕ
dt
=
ϕ0 − ϕ

T
+ k(ϕ∞ − ϕ)σ : γ̇ + β′0∇ · J, (5)

J + τ1
dJ
dt
= −DF∇c + β0∇ϕ + β2∇ · σ, (6)

where (∇J)S stands for the symmetric part of ∇J, the mass
flux, τ1 is a relaxation time for the mass flux, DF is the Fickean
diffusion coefficient, c is the local equilibrium concentration,
and β0, β′0, β2, and β′2 are so far phenomenological parame-
ters. Beyond the local equilibrium hypothesis, these equations
predict flow-induced concentration changes coupled with the
spatial distribution of stress and structure within the fluid. Such
couplings describe how the mass flux gradients affect the stress
distribution [second term on the right-hand side of Eq. (4)],
how the mass flow changes the local structure of the fluid and
vice versa [third term on the right-hand side of Eq. (5) and the
second term in same side of Eq. (6), respectively], and how
stress in the material causes a diffusive mass flux [third term
on the right-hand side of Eq. (6)].

Non-local terms can give rise to shear-band formation in
complex fluids, where bands arise from spatial instabilities
rather than the classical thermodynamic-like instability. In the
context of the present work, the resulting bands are known as
dissipative structures. In order to keep the Introduction brief,
the derivation of the model is carried out in Appendix A for the
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particular case of constant spatial coefficients, while allowing
a variable relaxation time.

A. Non-local BMP model

For simple-shear flow (where x is the direction of the
macroscopic flow velocity, y is the direction of the velocity-
gradient, and z is the direction of the vorticity) with constant
spatial coefficients and with the restrictions imposed for this
particular case, the following equations are obtained:

Txy = σxy + ηsγ̇, (7)

∂σxy

∂t
= −Gϕσxy + γ̇G +

GD0

ϕ∞
∇2ϕ + D1∇

2σxy, (8)

∂ϕ

∂t
=
ϕ0 − ϕ

T
+ k(ϕ∞ − ϕ)σxyγ̇ + D0∇

2ϕ, (9)

∂N1

∂t
= −GϕN1 + 2γ̇σxy +

GD0

ϕ∞
∇2ϕ, (10)

∂N2

∂t
= −GϕN2 +

GD0

ϕ∞
∇2ϕ. (11)

In this version of the model, we split the total shear-stress
Txy into a non-uniform viscoelastic micellar contribution σxy

added to a Newtonian solvent contribution with viscosity ηs,
where γ̇ is the shear-rate and the first and second normal-
stress differences are N1 = σxx − σyy and N2 = σyy − σzz,
respectively.

In these equations, the constants Di (i = 0, 1) are the spatial
coefficients related to the mobility (spatial displacement rate)
of the corresponding variables. Keeping in mind that rheo-
metric flows require that Re → 0, advective terms may be
neglected in the equations and the main mechanism of trans-
port within the fluid is diffusion. Note that advective terms may
not be neglected when dealing with high-Re or high-W flows
since such terms lead to turbulence-like instabilities (Fardin
and Lerouge, 2012 and Larson, 1992).

In the case of micellar fluids, the momentum is transported
by diffusion of the micelles through the solvent, leading to
structural changes in the micelles; hence, spatial variations on
both stress and fluidity (representative of the structure of the
fluid) must be considered in the model. Also, note that only
one cross-spatial term is considered, i.e., the fluidity non-local
term in Eq. (8). This term shows explicitly the cooperative
interactions between the fluid structure and the shear-stress.
It will be shown that this term is needed in the subsequent
definition of the Turing space. If a cross-spatial term were to
be added to the fluidity equation, it had to follow Onsager’s
reciprocal relations (Nicolis and Prigogine, 1977). In this set
of equations, the governing variables are the shear-stress and
the fluidity, σxy and ϕ, respectively; thus, the shear-rate γ̇ can
be treated as a parameter of the dynamics. Finally, it is impor-
tant to mention that normal-stress differences, Eqs. (10) and
(11), decouple from the stress equation and its behavior can
be inferred from σxy and ϕ. Furthermore, Eq. (10) shows that
the natural equilibrium value of N1 is related to σ2

xy, while,
from Eq. (11), the equilibrium value for N2 is zero. Hence,
in the following, attention will be given to the stress and flu-
idity equations, while the normal-stress differences will be
neglected.

In the BMP model, the relation between the fluidity,
the relaxation time τ, and the micellar length n is τ = 1

Gϕ

= τ0

(
n
n0

)
, where τ0 and n0 are the relaxation time and the

micellar length when ϕ = ϕ0, respectively. Substitution of this
relation into the evolution equation for the fluidity [Eq. (9)]
yields an equation that can be expressed in terms of the average
micellar length n, which is a microstructural variable associ-
ated with the fluidity. The physical interpretation is that the
micellar length follows an evolution equation related to break-
age and reformation processes of the micelles. The internal-
structure equation itself is coupled to the total stress, which
contains the non-local micellar contribution.

For the subsequent treatment, it is convenient to use the
following non-dimensional variables, i.e.:

t∗ = Gϕ∞t, (12)

ϕ∗ =
ϕ

ϕ∞
, (13)

σ∗xy =
σxy

G
, (14)

∇∗2 =
D1

Gϕ∞
∇2. (15)

Non-dimensional variables are written with a
superscript ∗. In Eq. (12), the characteristic time is defined as
the inverse of the viscoelastic time at a high shear-rate (Gϕ∞),
andϕ∞ is the characteristic fluidity in Eq. (13). The shear-stress
in Eq. (14) is normalized using the elastic relaxation modulus,
and in Eq. (15) the square of the characteristic length, associ-
ated to the non-local variations of shear-stress, is used to form
the non-dimensional Laplacian operator.

The resulting non-dimensional equations are:

∂σ∗xy

∂t∗
= −ϕ∗σ∗xy + W + D∗∇∗2ϕ∗ + ∇∗2σ∗xy, (16)

∂ϕ∗

∂t∗
= T ∗(ϕ∗0 − ϕ

∗) + K∗(1 − ϕ∗)Wσ∗xy + D∗∇∗2ϕ∗. (17)

Non-dimensional terms arising are the structural time
T ∗ = 1

Gϕ∞T , a structural stress K∗ = Gk, a spatial coeffi-

cient D∗ = D0
D1

, and the Weissenberg number W =
γ̇

Gϕ∞
. For

simplicity, ∗ superscripts will be omitted hereafter.

III. TURING SPACE FOR THE NON-LOCAL
BMP MODEL

In his famous paper (Turing, 1952), Alan Turing proposed
that a system of chemical substances, called morphogens, may
react together and diffuse through embryos’ tissues, and that
the reaction-diffusion interactions are sufficient to account for
the morphogenesis phenomena of the tissues; that is, although
originally spatially homogeneous, the blastula may develop
different tissues (spatial structures) due to an instability trig-
gered by random spatial disturbances (Turing, 1952). He con-
sidered that the dynamical equations of the morphogens had
the form:

∂φ

∂t
= f (φ,ψ) + C1∇

2φ,

∂ψ

∂t
= g(φ,ψ) + C2∇

2ψ,
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where φ and ψ are the morphogens concentrations at time t,
f (φ, ψ) and g(φ, ψ) are the corresponding chemical reaction
terms, and C1∇

2φ and C2∇
2ψ account for the diffusion of the

morphogens through the tissue.
Following Turing’s idea (Turing, 1952), first note that the

right-hand side of Eqs. (16) and (17) can be split into two
contributions; one arising from the “reaction” terms f (σ, ϕ)
= −ϕσ + W and g(σ, ϕ) = T (ϕ0 − ϕ) + K(1 − ϕ)Wσ, and the
second one containing the “diffusion” terms, D∇2ϕ + ∇2σxy

and D∇2ϕ, respectively. Now, homogeneous equilibrium solu-
tions are defined in such a way that the “reaction” terms are
cancelled, i.e., f (σE , ϕE) = 0 and g(σE , ϕE) = 0; hence,

σE =
W
ϕE

, (18)

ϕE =
Tϕ0 − KW2

2T
+

√(
Tϕ0 − KW2

2T

)2

+
KW2

T
, (19)

where the subscript E indicates an equilibrium value. Note that
in Eq. (19), the second root of the quadratic expression for ϕ
has been neglected; such a root yields a negative value for the
fluidity and has no physical meaning (Bautista et al., 1999).

In order to include the non-local effects, spatial perturba-
tions of the steady-state solutions are proposed (Peña Pellicer,
2002), i.e., σ = σE + σ̂ and ϕ = ϕE + ϕ̂. Inserting these
expressions in (16) and (17) and keeping only the linear con-
tributions of the perturbation scheme (linear terms account for
the pattern formation), the perturbation equations are:

∂

∂t
u = l · u, (20)

where:

u =
(
σ̂
ϕ̂

)
, (21)

l = *
,

−ϕE + ∇2 −σE + D∇2

KW (1 − ϕE) −T − KWσE + D∇2
+
-
. (22)

Note here that the zeroth-order terms in Eq. (20) vanish iden-
tically because of the definition of σE and ϕE . Equation (20)
represents the evolution of spatial perturbations to the stable
homogeneous solutions. If the perturbations disappear, then
the homogeneous solution is recovered and the fluid stabilizes
to a single phase. On the other hand, if perturbations desta-
bilize the homogeneous solution, the spatial symmetry is lost
and the system evolves into a multiphase state, where spatial
patterns are formed. Pattern formation depends on both the
geometry of the cell of fluid and boundary conditions.

The stability of the “reaction” systems requires negative
eigenvalues of the linear operator (22) in the absence of non-
local terms (Ponce, 2013), leading to the following conditions:

ϕE + T + KWσE > 0, (23)

TϕE + KWσE > 0. (24)

Since σE and ϕE are positive for all values of W [see
Eqs. (18) and (19)], these conditions are trivially fulfilled
because they require that characteristic times of structural con-
struction (T ) and destruction (K) to be positive; hence, the

BMP model produces stable homogeneous values of ϕE and
σE for all W. These conditions are also applicable to the cubic
BMP model since the expansion of K as a function of W affects
the equilibrium solutions but not the linear stability conditions
represented by inequalities (23) and (24). Hence, the whole
non-monotonic flow-curve, related to the classical shear band-
ing phenomenon, remains stable for all values of W in the local
model.

As mentioned above, patterns might be bands of different
properties resembling shear-bands. These are one-dimensional
structures with variations along their normal direction y, and
hence, non-local terms will follow an equation describing
plane waves, that is,

u = u0eωteiqy. (25)

Here, ω is the eigenvalue (frequency) corresponding to the
wave number q and u0 is the eigenvector associated to the
unstable mode. Note that the sign of ω determines the time
behavior of the perturbations allowing three situations: if
ω < 0, perturbations decrease with time and disappear as
t→∞, and therefore the system is stable. The opposite situa-
tion occurs whenω> 0, for which perturbations grow with time
and the system becomes unstable. Finally, if ω = 0, perturba-
tions remain constant over time, and the system is marginally
stable. For this reason, the eigenvalue ω accounts for the
growth rate, as defined elsewhere (Fielding and Wilson, 2010).

Stability analysis of the linear operator (22) leads the fol-
lowing condition for instability, namely, the dispersion relation
(Ponce, 2013):

Dq4 + [DϕE + T + KWσE + DKW (1 − ϕE)]q2

+ ϕE + KWσE < 0. (26)

Note that the left-hand side of this inequality represents an
upward parabola (convex curvature) in q2, namely, h(q2). Con-
dition (26) is fulfilled when the minimum of h(q2) is negative,
and therefore, satisfying the inequality (26) requires the term
1 − ϕE to be negative. Since the fluidity is normalized with
respect to the fluidity at high shear-rates [see Eq. (13)], this
condition is fulfilled for shear-thickening fluids. In addition, it
is also required that the magnitude of the term DKW (1 − ϕE)
be sufficiently large. At low W, the term may be small, and it
is also small for large W since ϕE → 1. Hence, the instability
occurs only for intermediate values for W ; this result quali-
tatively agrees with experimental shear-banding data (Fardin
et al., 2010 and Fardin and Lerouge, 2012). An important
issue arises: the presence of the cross-spatial term, D∇2ϕ̂, in
Eq. (8), corresponding to the cooperative interactions between
the fluid-structure and the shear-stress, is a necessary con-
dition for the onset of instabilities of the Turing-type for
shear-thickening fluids. The cross-spatial term appears in the
dispersion relation (26) as the fourth term in the quadratic part
of this condition. Since the spatial coefficients are considered
positive, the cross-spatial term is the only possible negative
contribution in condition (26), and hence, it is necessary for
the instability to arise.

Furthermore, according to Eq. (26), there are values of the
Weissenberg number, W, for which the minimum of h(q2) is
either positive, zero, or negative. Positive values of the mini-
mum of h(q2) do not form patterns, while negative values of



114104-5 Turcio et al. Phys. Fluids 30, 114104 (2018)

the minimum fulfill the condition for spatial instability. The
zero value represents the transition between spatial homoge-
neous and inhomogeneous flow-regime, i.e. the bifurcation
point, defining the critical Weissenberg number W c for the
pattern formation. Another important result arises: the min-
imum of h(q2) represents the critical wave number qc (the
fastest mode when unstable), and it depends on W. The spatial

pattern formed may depend on the value of W relative to
W c, because the difference W − W c represents how fast the
perturbations grow compared to their maximum possible
rate.

Finally, when condition (26) is fulfilled, there are two
values of q2 for which h(q2) is zero (q2

− and q2
+, respectively)

defined as:

q2
± = −

DϕE + T + KWσE + DKW (1 − ϕE)
2D

±

√(
DϕE + T + KWσE + DKW (1 − ϕE)

2D

)2

−
TϕE + KWσE

D
. (27)

Note that both q2
− and q2

+ are positive, signaling the interval
known as the Turing space; the possible lengths of the patterns
are bounded by these values. The bifurcation points correspond
to the values of W for which q+ = q−, i.e. the points for which
the minimum of h(q2) is zero, signaling the beginning and the
end of the banded states. Additionally, q2

− and q2
+ depend also

on the W, so the Turing space is a dynamic property of the
non-local BMP model and varies with W, i.e. the Turing space
is related to the elasticity of the fluid.

The limit of small W reveals the nature and mechanism
responsible for the length of the bands; these limits are

q2
− ∼ ϕ0, q2

+ ∼
T
D

, (28)

and these relations indicate that the characteristic length of the
bands is smaller than the length associated to the structure at a

low shear-rate ϕ
− 1

2
0 but larger than the length associated to the

structural reformation time T−
1
2 .

A. Eigenvalues of the Laplacian operator

The existence of the Turing space is a necessary, but not
sufficient, condition for the existence of spatial instabilities. A
sufficient condition includes the analysis of the Laplacian oper-
ator (Ponce, 2013). The eigenvalues of the Laplacian operator
are solutions to the following eigenvalue equation:

∇2u = −λDu, (29)

where λD is the eigenvalue related to the wavelength along
which spatial terms grow. To provide a solution for Eq. (29),
spatial patterns require periodic boundary conditions. A natu-
ral form to include periodic boundary conditions requires the
concept of a cell of fluid of length L, with boundary conditions:

u(t, 0) = u(t, L). (30)

It can be shown that the solution to Eq. (29) is a combi-
nation of sine and cosine functions (the spectral representa-
tion of the Laplacian operator), that is, u = A sin(

√
λDy) +

B cos(
√
λDy) (Ponce, 2013). With the boundary conditions

(30), the following eigenvalues are obtained:

λD =

(
2π

n
L

)2
, (31)

where n = 1, 2, 3, . . . represents the number of bands present
in a cell of length L. The last condition for pattern formation
requires that at least one eigenvalue λD exists inside the Tur-
ing space. Furthermore, it can be proved that λD = q2; this
result shows the connection between the boundary conditions
[Eq. (30)], the geometry of the cell [Eq. (31)], and the possible
length of the bands [Eq. (27)].

It is important to note that the Turing space is a dynamic
property of the non-local BMP model [see Eq. (27)] and serves
as a bound to the possible pattern lengths. While the eigenvalue
λD does not depend on the parameters of the constitutive model
in question, but on the geometry of the cell and the boundary
conditions imposed [see Eq. (31)], it does define the actual
length of the patterns allowed by the geometric arrangement of
the cell. Hence, a sufficient condition requires that the length
of the pattern allowed by the flow arrangement to be found
within the possible lengths defined by the parameters of the
fluid, i.e., q2

− < λD < q2
+ (see Fig. 4 and Appendix B), a

feedback between the characteristic lengths of the fluid and that
of the flow arrangement. Such feedback has not been explicitly
presented elsewhere, in the context of rheological complex
fluids.

IV. AMPLITUDE FORMALISM

In Sec. III, a linearized version of the non-local BMP
model is presented, and the conditions for the formation of
spatial patterns are obtained (the critical point, related to the
onset for banded flow, and patterns length). In this section,
the contributions of non-linear terms are considered and the
conditions for secondary instabilities are obtained.

A classical treatment for including non-linear contribu-
tions in dissipative structures consists of a perturbation expan-
sion of the linear solution, to obtain the amplitude equations
which describe temporal and spatial variations of the spatial
patterns (Hohenberg and Halperin, 1977; Cross and Hohen-
berg, 1993; van Beijeren and Ernst, 1994; Cross and Greenside,
2009; and Wesfreid et al., 1987). Amplitude equations are con-
sidered generic because they do not depend on the specific
constitutive model considered, but on the dynamics of linear
instability. Such equations can be used to describe qualita-
tively secondary instabilities (Manneville, 1990; Peña Pellicer,
2002; Cross and Hohenberg, 1993; and van Beijeren and Ernst,
1994).
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Above the critical point qc, there is a set of unstable waves
given by (Manneville, 1990; Peña Pellicer, 2002; Cross and
Hohenberg, 1993; and van Beijeren and Ernst, 1994):

u =
∫

q∈∆q
u(q)eiqydq =

∫
q∈∆q

u0eωtei(q−qc)yeiqcydq. (32)

Here, u0 is the eigenvector corresponding to the critical point,
and ∆q is the set of wave numbers q within the Turing space
[Eq. (26)]. Since ω represents the growth rate at the critical
point and depends on both W and q, it can be expanded around
W c and qc as:

ω(W , q) ≈ ω0[µ − ξ2
0(q − qc)2], (33)

whereω0, µ, and ξ are the growth rate close to the critical point,
the normalized difference to the critical point, and the charac-
teristic length corresponding to a wave number q, respectively.
From the expansion of ω, it can be shown that:

ω0 = Wc
∂ω

∂W
, (34)

µ =
W −Wc

Wc
, (35)

− ξ2
0 =

1
2Wc

1
∂ω/∂W

∂2ω

∂q2
. (36)

Equation (33) shows that the linear relation for the tem-
poral and the spatial variations of the envelope A has the form
(van Beijeren and Ernst, 1994):

1
ω0

∂A(t, y)
∂t

= µA + ξ2
0
∂2A(t, y)

∂y2
. (37)

In this equation, ξ0 and ω0 represent the characteristic length
of the amplitudes and their characteristic rate, respectively.
Also, this equation shows that the first temporal derivative
of the amplitudes (the temporal scale) is proportional to the
second spatial derivative (the square of the spatial scale), i.e.,
∂A(t,y)
∂t ∼

∂2A(t,y)
∂y2 ; such relation is useful for the derivation of

the non-linear amplitude equation.
The method to obtain the non-linear amplitude equation

consist of a perturbative expansion of the solution as a function
of a small parameter (van Beijeren and Ernst, 1994). Such a
procedure is presented in Appendix B, and the resulting non-
linear amplitude equation is:

∂A
∂t
=
∂2A

∂y2
+ µA − |A|2A. (38)

In this equation, A can be, in general, a complex number, so the
product in the cubic term yields an absolute square. Also the
coefficients have been scaled out; only µ is kept explicit since
it represents the difference with the critical value, W c, and may
be used as a parameter to describe secondary instabilities.

When µ < 0 in Eq. (38), the only possible solution is A
= 0; this solution represents a uniform system stable to spatial
perturbations. On the other hand, when µ > 0, Eq. (38) has
stationary solutions of the form A = A0eidqx with A2

0 = µ−dq2;
these solutions describe stationary periodic patterns with wave
numbers close to the critical value. Such scenario describes
a supercritical bifurcation; note that the case of a subcritical
bifurcation requires an amplitude equation of fifth order in A
(Walgraef, 1996) and is not considered in this work.

The stability of the solutions depicted above follows from
the Lyapunov function obtained from Eq. (38) (Manneville,
1990 and van Beijeren and Ernst, 1994), that is,

F =
∫

*
,

�����
∂A
∂y

�����

2

− µ|A|2+
1
2
|A|4+

-
dy, (39)

from this expression follows that:

dF
dt
= −2

∫ (
∂A
∂t

)2

dy ≤ 0, (40)

hence, the solutions to Eq. (38) are stable. Note that the first
term inside the integral of Eq. (39) may be interpreted as a
kinetic energy contribution, while the second and third terms
may represent the potential energy corresponding to non-linear
field. Therefore, when the equality holds on Eq. (40), the Lya-
punov function represents the conservation of energy theorem
for a conservative system (Manneville, 1990 and van Beijeren
and Ernst, 1994).

In order to study the behavior of the spatial patterns in two
dimensions, Eq. (38) has to be modified to include a second
spatial variation. Note that transversal and longitudinal varia-
tions are qualitatively different. For this reason, a wave vector
is considered as follows (van Beijeren and Ernst, 1994):

q = *
,

ε
1
2 qx

qc + εqy

+
-
. (41)

Here, the difference in scaling along the two spatial directions
reflects the breaking of rotational symmetry of the instability.
The first order contributions come from the norm of the wave
vector:

∇2 ∼ |q|2−q2
c = (2qcqy + q2

x )ε. (42)

This equation represents the order relation of the wave num-
bers corresponding to different spatial directions, i.e. qy ∼ q2

x ;
since the solutions were assumed as plain waves, the spa-
tial variations follow a relation 2iqc

∂
∂y ∼

∂2

∂x2 , and the two
dimensional version of Eq. (38) is:

∂A
∂t
=

(
∂

∂y
−

i
2qc

∂2

∂x2

)2

A + µA − |A|2A. (43)

The stability of the solutions of Eq. (43) comes from a Lya-
punov function analogous to that in Eq. (39); for this reason,
the stability of Eq. (43) follows from the stability of Eq. (38)
(Manneville, 1990 and van Beijeren and Ernst, 1994).

A. Phase equations

Non-linear solutions of the amplitude equations (38) and
(43) may display modulations in magnitude and in phase (Man-
neville, 1990 and van Beijeren and Ernst, 1994). In order
to discern between both of these contributions, an amplitude
A = |A|eiφ is proposed as a solution, first to Eq. (38), where
real and imaginary terms are separated, to get:

∂φ

∂t
=
∂2φ

∂y2
+

2
|A|

∂ |A|
∂y

∂φ

∂y
, (44)

∂ |A|
∂t
=
∂2 |A|

∂y2
+


µ −

(
∂φ

∂y

)2
|A|−|A|3. (45)
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Here, the first term on the right-hand side of Eq. (44) shows
that the phase evolution is primarily diffusive; this result agrees
with experimental observations of shear bands (Fardin et al.,
2010; Fardin and Lerouge, 2012; and Lerouge et al., 2008).
On the other hand, Eq. (45) shows that the magnitude of the
amplitudes is controlled by two contributions, occurring even
in the absence of spatial variations; one of such contribu-
tions is related to µ, while the other comes from non-linear
interactions.

For the phase equation corresponding to Eq. (43), a small
perturbation on the amplitude A0, corresponding to the one-
dimensional periodic solution with wave number dq = q − qc,
is considered as follows (Manneville, 1990):

A(y) = (A0 + a)ei(qy+φ). (46)

Substituting this expression into Eq. (43), and separating
real and imaginary parts, the following linear equations are
obtained:

∂a
∂t
= −2A0

(
A0a + dq

∂φ

∂y

)
+
∂2a

∂y2
+

dq
qc

∂2a

∂x2

+
A0

qc

∂3φ

∂y∂x2
−

1

4q2
c

∂4a

∂x4
, (47)

A0
∂φ

∂t
= 2dq

∂a
∂y

+ A0
∂2φ

∂y2
−

1
qc

∂3a

∂y∂x2
+ A0

dq
qc

∂2φ

∂x2
+

A0

4q2
c

∂4φ

∂x4
.

(48)

According to Eq. (45), A relaxes slowly close to the criti-
cal point, while φ never relaxes because it represents a phase
displacement. So, Eq. (47) may be simplified to its steady-state
with higher order variations neglected (Manneville, 1990 and
Peña Pellicer, 2002),

0 = A0a + dq
∂φ

∂y
. (49)

Additionally, phase evolution is primarily diffusive [see
Eq. (44)], hence, in Eq. (48) higher order terms are neglected
to obtain (Manneville, 1990 and Peña Pellicer, 2002):

∂φ

∂t
=

2dq
a0

∂a
∂y

+
∂2φ

∂y2
+

dq
qc

∂2φ

∂x2
. (50)

These last two equations are combined to obtain the fol-
lowing two-dimensional phase equation (Manneville, 1990;
van Beijeren and Ernst, 1994; and Peña Pellicer, 2002):

∂φ

∂t
=

(
µ − 3dq2

µ − dq2

)
∂2φ

∂y2
+

dq
qc

∂2φ

∂x2
. (51)

From this equation, the curves corresponding to primary
marginal stability and secondary instabilities arise when
the coefficients become negative (Manneville, 1990 and van
Beijeren and Ernst, 1994). Such description is adequate for
wave numbers close to the critical value qc, but for the wave
numbers farther away from qc, higher-order terms in Eq. (51)
are required (van Beijeren and Ernst, 1994).

V. RESULTS AND DISCUSSION

In Sec. III, the conditions for the formation of spatial
patterns according to the non-local BMP model were given,

FIG. 1. Non-dimensional shear-stress as a function of the Weissenberg
number for a shear-thickening fluid.

and in this section the results of such conditions are presented
using representative values inspired from experimental data.
The numerical algorithm used is a separation of operators
method with uniform mesh, where the initial conditions are
the equilibrium solutions calculated from Eqs. (18) and (19),
with a random spatial perturbation along the eigenvalue of the
Laplacian operator, given by Eq. (31).

A. Homogeneous flow

As mentioned, spatial patterns are only possible for shear-
thickening fluids when a cooperative interacting term is added
in the constitutive model. The homogeneous steady-state solu-
tions for the stress and the fluidity are plotted in Figs. 1 and
2, respectively; the parameters used in this section are
ϕ0 = 100, K = 1, T = 0.2, and D = 2. According to the BMP
references (Bautista et al., 1999; 2002; 2007; Garcı́a-Sandoval
et al., 2012; and Manero et al., 2007), the values of K and T are
known to have a difference of O(2), the value of ϕ0 is meant
to represent a middle point between the continuous and dis-
continuous shear-thickening of micellar solutions (Townsend
and Wilson, 2017 and Vázquez-Quesada et al., 2017), and the
value of D indicates that the mobilities of the shear-stress and
fluidity are different but of the same order (D0 = O(D1)).

Figure 1 depicts the growth of the steady-state shear-
stress σE with the Weissenberg number W, in which a mono-
tonic increase is predicted, i.e. there is no stress plateau.
Figure 2 shows predictions from Eq. (19), illustrating a mono-
tonic decrease of the fluidity with W. This is an example of
the behavior of one stable phase within a homogeneous flow
regime. Moreover, these solutions are locally stable against any
homogeneous perturbation since conditions (23) and (24) are

FIG. 2. Non-dimensional fluidity as function of the Weissenberg number for
a shear-thickening-fluid.
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FIG. 3. h(q2) versus q2 for different W values. (a) The upper curve (W = 1.07) presents no roots for h(q2) and hence no Turing space. The minimum of the curve
with W = 1.0778 (first critical point) reaches zero. The lower curve (W = 1.08) presents two roots that determine the Turing space. The black circle represents
the eigenvalue of the Laplacian operator. (b) The upper curve (W = 5.30) presents no roots for h(q2) and hence no Turing space. The minimum of the curve with
W = 5.2833 (second critical point) reaches zero. The lower curve (W = 5.25) presents two roots that determine the Turing space. The black circle represents the
eigenvalue of the Laplacian operator (the actual length of the patterns).

trivially fulfilled. The stability of the homogeneous solutions
persist in the cubic BMP model because conditions (23) and
(24) do not depend on the expansion of K as a function of γ̇,
i.e., the BMP model produces stable homogeneous solutions,
even when a non-monotonic relation between shear-stress and
shear-rate holds.

B. Stable spatial patterns

When the non-local terms set in, Fig. 3 displays solutions
of h(q2) for different values of W. In Fig. 3(a), the curve cor-
responding to W = 1.07, and the minimum of h(q2) is always
positive, as for the curve for W = 5.30 in Fig. 3(b); accord-
ing to condition (26), for both these cases the homogeneous
flow-regime is stable even against spatial perturbations. The
curves corresponding to W c1 = 1.0778 in Fig. 3(a) and to
W c2 = 5.2833 in Fig. 3(b) represent the critical points, wherein
the minimum of the curves reaches zero; in these cases, the
homogeneous solution is stable but perturbations around qc

may lead to unstable flow-regimes. Finally, the curves corre-
sponding to W = 1.08 in Fig. 3(a) and to W = 5.25 in Fig. 3(b)
present two roots, namely, q2

− and q2
+. These values determine

the intervals where the minimum of h(q2) is negative; along
these intervals condition (26) is fulfilled, i.e., they determine
the boundaries of the Turing space for each value of W. In these
cases, the stable homogeneous system is unstable to any spatial
perturbation and the fluid evolves into different phases, thereby
conforming stable spatial patterns, i.e., dissipative structures.

Another condition for pattern formation is the existence
of an eigenvalue of the diffusion operator in the Turing space.
In Fig. 3, such eigenvalue is marked by a black circle. In this
case, the ratio n

L in Eq. (31) has a value of 1
4 , which means that

the characteristic length of the bands is 4 times the character-
istic length of the shear-stress; if the cell considered has an
extension equal to or lower than 4, the fluid would lack space
to form multiple bands, thereby the flow in this case becomes
homogeneous. On the other hand, if the length of the cell is
4n with n = 2, 3, 4, . . . the fluid would have sufficient space to
form n bands and the flow becomes inhomogeneous.

Furthermore, it should be noted that both, the minimum
of h(q2) and the Turing space, vary with the W as predicted by
Eqs. (26) and (27), while the black circle on Fig. 3, represent-
ing the eigenvalue of the Laplacian operator, is independent of
the W, according to Eq. (31). Figure 3 also shows that critical

point and the Turing space are moved around the eigenvalue
of the Laplacian operator as W varies between W c1 and W c2.
In Fig. 4, the dependence of the critical point and of the Tur-
ing space on W is presented. The constant line represent the
eigenvalue of the Laplacian operator that, in agreement with
Eq. (31), is independent of W since it represents the length
allowed by the flow arrangement. The continuous line repre-
sents the critical point qc, and the two dashed lines represent
the boundaries of the Turing space. These three lines, accord-
ing to Eqs. (26) and (27), are functions of W and coincide
with the bifurcation points, i.e., the beginning and the end
of the banded states, representing the possible lengths of the
spatial patterns defined by the fluid. Note that the relation of
the critical curve with the eigenvalue of the Laplacian operator
varies with W. This relation determines the difference between
the fastest unstable mode (ω(qc)) and the growth rate of the
actual pattern (ω(q)); such difference may cause secondary
instabilities.

Also, since the model includes non-local terms in the form
of Laplacian operators, its eigenvalue always exists; but, for
the fluid to form spatial patterns, the eigenvalue of the Lapla-
cian operator must lie inside the Turing space (see Fig. 4). It
is only for these values of W that the flow-regime may form
banded states; so, in this scenario, the eigenvalue of the Lapla-
cian operator plays the role of the shear-stress plateau, but the
points where it enters and leaves the Turing space are related
to the specific banded state and its stability rather than to the
mechanical properties of the bands.

FIG. 4. Critical point and Turing space as a function of W. The constant line
represents the eigenvalue of the Laplacian operator; this line is independent
of W. The continuous line represents the critical wave number qc and the two
discontinuous lines represent the boundaries of the Turing space and how they
vary with W.
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FIG. 5. Pattern formation in the non-
local BMP model for shear-thickening
fluids in the fluidity (structure variable).
For t = 0, the initial conditions with a
random spatial perturbation are shown.
The patterns after five viscoelastic times
(t = 5) reveal the pattern spatial evolu-
tion. After t = 13.4, the resulting spa-
tial patterns resemble spatial bands with
different fluidities.

The results of the simulations carried out with the non-
local BMP model are shown in Figs. 5 and 6. The initial
conditions at t = 0 correspond to the steady-state solution for
the fluidity and the shear-stress [Eqs. (19) and (18), respec-
tively] when a random spatial perturbation is applied along
the direction of the eigenvalue of the operator [Eq. (31)]. The
solutions evolve into semi-stable patterns for times t = 5, and
for t = 13.4, the resulting spatial-patterns comprise a set of
bands with different mechanical properties resembling shear
bands.

One may note that in the final stable patterns, the ampli-
tude of variations does not decrease to allow the fluid to recover
its spatial homogeneity; rather, the fluid keeps the spatial pat-
terns with the same amplitude at t = 13.4, indicating clearly
that the inhomogeneous flow-regime is stable. According to
condition (26), the term related to cooperative interaction of
the structure is essential for the existence of the Turing space.
Moreover, neglecting this term causes that the homogeneous
state predicted by Eqs. (18) and (19) is recovered and it remains
stable against local spatial perturbations.

For a shear-thickening fluid, the 3D plot in Fig. 5 reveals
a phase with low fluidity (blue bands) and a phase with high
fluidity (red bands). The 3D plot in Fig. 6 shows that the low
fluidity phase supports a high stress concentration (red bands),
while the high fluidity phase supports a low stress concentra-
tion (blue bands). Since the fluidity is related to the structural
arrangement of the fluid itself (recall that the structure param-
eter is related to the micellar length n), one can see that, for

low stress concentration, the fluid has a non-interactive, free
structure that allows high mobility. On the other hand, for high
stress concentration, the fluid has a highly interactive, entan-
gled structure with low mobility. Hence, the bands formed have
different mechanical properties.

C. Unstable spatial patterns

For wave numbers different to the critical value qc, the
pattern formation mechanism may not be as effective and sec-
ondary instabilities may arise. In a two-dimensional frame,
instabilities may be parallel or perpendicular to the primary
patterns shown in Fig. 5, as described by the amplitude equa-
tion (43). On the other hand, since secondary instabilities are
mainly due to phase modulations, the phase equation (51) is
a more natural way to describe stability curves, as shown in
Fig. 7.

The primary instability curve, defining the beginning of
the banded state, comes from values of dq and µ which can-
cel the denominator of the coefficient in the first term on the
right-hand side of Eq. (51) (i.e., µ = dq2, see Fig. 7). For points
below this curve, the pattern formation mechanism does not set
in and the fluid presents only one stable phase. Additionally,
the numerator of the same coefficient describes longitudinal
instabilities (Eckhaus) that may appear when it changes sign
and becomes negative. Equation (51) shows that the wave
number causing this secondary instability is parallel to the
primary instability shown in Fig. 5. For Eckhaus instabilities,
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FIG. 6. Pattern formation in the non-
local BMP model for shear-thickening
fluids in the shear-stress. For t = 0, the
initial conditions with a random spa-
tial perturbation are shown. The pat-
terns after five viscoelastic times (t = 5)
reveal the pattern spatial evolution.
After t = 13.4, the resulting spatial pat-
terns resemble spatial bands supporting
different shear-stresses.

the marginal curve is µ = 3dq2 (see Fig. 7). Points between
the primary stability curve and the Eckhaus curve are close to
the boundaries of the Turing space and, depending on the sing
of dq, the wave vector is either too small or too large relative
to its critical value qc; hence, the patterns shown in Fig. 5 are
unstable and bands may split or merge.

Transversal secondary instabilities (zig-zag) arise when
the coefficient of the second term on the right-hand side of
Eq. (51) changes sign and becomes negative. For zig-zag insta-
bilities, the marginal curve is dq = 0 (see Fig. 7). Points on the
right of the zig-zag curve (dq > 0) form stable banded states
with wavelength close to qc. While, for points on the left of the
zig-zag curve (dq < 0), Eq. (51) shows that the wave number
causing the secondary instability is perpendicular to the crit-
ical wave number of the primary instability shown in Fig. 5

FIG. 7. Stability curves for the spatial patterns of the non-local BMP model.

and, since dq is small, both directions have similar wavelength;
hence, the patterns at qc are transversally unstable and present
torsions with a wave number associated to dq.

These instabilities have been observed in experimental
settings with CPCI/NaSal/brine and CTAB/NaNO3 solutions
with different visualization techniques such as light scattering,
ultrasonic imaging, and birefringence.

In Fardin et al. (2010), they report a monotonic growth
between shear-stress and shear-rate for the CTAB/NaNO3 solu-
tion (see their Fig. 1). Such relation is also reported by Fardin
et al. (2015) (see their Fig. 3), and by Lerouge et al. (2008) (see
their Fig. 12). This monotonic growth agrees with the descrip-
tion presented in Fig. 1, which is contrary to the description of
a stress-plateau (a zone of constant shear-stress for different
values of shear-rate).

In contrast with experimental observations reported by
Fardin and Lerouge (2012), the stress-plateau mechanism
depicts a scenario where bands appear spontaneously. Fardin
and Lerouge (2012) present PIV results of a CTAB/NaNO3

solution (see their Fig. 4), where for small times, phase for-
mation due to a diffusive-like mechanism is observed. Such
results have also been reported by Lerouge et al. (2008) (see
their Fig. 7). The phase formation reported there agrees with
Eqs. (44) and (51), where phase modulations arise primarily
due to diffusion.

Divoux et al. (2016) reported the results of ultrasonic
imaging of a CTAB/NaNO3 solution in which two bands with
spatial undulations appear [see their Fig. 2(a)]. Similar results
have also been reported by Fardin et al. (2010) (see their
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Fig. 1), by Fardin et al. (2015) (see their Fig. 3), by Fardin
and Lerouge (2012) (see their Figs. 4, 8, and 9), and by
Lerouge et al. (2008) (see their Figs. 7 and 13). In the con-
text of the present work, such behavior are manifestations of
zig-zag instabilities that arise from a wave number close but
lower than the critical wave number of the fluid, and which
acts in a perpendicular direction to the critical wave number,
as illustrated in Eq. (51) and in Fig. 7. Such an undulation of
the interface cannot be predicted in the stress-plateau scenario
without including stress-diffusion.

Multiple bands have already been reported within the
stress-plateau approach, but they require a stress-diffusion
term; when such term is neglected, only two stable bands are
predicted. In Fardin et al. (2015), Fig. 5(b) display multiple
spatial bands which remain stable; similar results have also
been reported by Lerouge et al. (2008) in their Fig. 11(c). In
the context of the present work, these bands are the stable dis-
sipative structures shown in Fig. 5. Such structures arise from
the Turing mechanism and require a wave number greater but
close to qc, as shown in Fig. 7.

In Lerouge et al. (2008) Figs. 11(b) and 11(d), the number
of bands and their length are different to those bands in Fig.
11(c). These results are manifestations of Eckhaus instabilities,
where the wave number is close to the boundaries of the Turing
space, and bands may split or merge in order to adjust their
length to the wave number defined by the Laplacian operator
instead of the critical wave number.

These dynamic results are contrary to the stress-plateau
paradigm, for which no shear-stress diffusion is considered,
since it neglects the spatial variations of shear-stress and fluid-
ity. In the present work it has been proven that the stress-plateau
has no effect on the spatial stability of the fluid, and that differ-
ent phases with dynamic behaviors arise from spatial variations
of shear-stress and fluidity alone.

VI. CONCLUSIONS

Shear-banding is a phenomenon commonly ascribed to
a mechanical instability or spinodal decomposition related to
the existence of a stress-plateau. In this work, it was demon-
strated that complex fluids with a monotonic relation between
the shear-stress and the shear-rate may induce spatial patterns
(dissipative structures) that resemble shear bands, if coopera-
tive interactions and mobilities of a structural variable (fluidity)
and shear-stress are included in the constitutive equation.

It was shown that the extension of the Turing space is
determined by the constitutive equations, as shown in Eq. (27).
The Turing space bounds the possible lengths of the patterns
but does not define the actual length observed. The length
of the bands is related to the boundary conditions and to the
extension of the flow cell through the Laplacian operator, as
shown in Eq. (31).

Shear-thickening fluids allow the definition of a critical
point for an instability of Turing-type. In this case, the Tur-
ing space is well-defined, with bounded characteristic lengths.
The Turing mechanism presented here allows the formation of
multiple bands without the presence of a stress-plateau. Hence,
fluids with monotonic flow-curves can evolve into banded
states. In the present work, it is proven that the stress-plateau

has no effect on the stability, and that different phases with
dynamic behaviors arise from spatial variations of shear-stress
and fluidity exclusively.

An important conclusion is that the cross-spatial term in
the constitutive model is a necessary condition for the forma-
tion of dissipative structures. In addition, spatial patterns may
be more dynamic than the classical shear bands as shown in
the simulations. They can support further instabilities causing
band torsion and/or band nucleation, as the amplitude for-
malism demonstrates. Such secondary instabilities have been
extensively reported in the literature and, through the phase
equation, qualitative comparisons may be drawn.

The present work deals only with spatial instabilities
in shear-thickening fluids. Shear-thinning fluids and spatio-
temporal instabilities remain untreated and are under consid-
eration in a forthcoming publication.
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APPENDIX A: GENERALIZED BMP MODEL

Equations (5) and (4) arise from an extended thermody-
namic description of complex fluids, wherein a scalar (the
fluidity ϕ), a vector (the diffusive current J), and a tensor (the
stress σ) are the fast variables of the respective relaxation
equations (Manero et al., 2007). For simple-shear (where x is
the direction of the macroscopic flow velocity, y is the direc-
tion of the velocity-gradient and z is the vorticity direction),
we assume the following conditions: (a) small inertia, (b) neg-
ligible concentration gradients, (c) the mass flux relaxation
time is negligible small compared to the stress relaxation time
( 1

Gϕ � τ1), and (d) translational symmetry of the flow: the
particular case where the derivatives in the direction of flow
are negligible, (e) constant phenomenological parameters. In
such case, Eqs. (5) and (4) become:

dϕ
dt
=
ϕ0 − ϕ

T
+ k(ϕ∞ − ϕ)σxyγ̇ + β′0

∂Jy

∂y
, (A1)

Jx = ±β2
∂σxy

∂y
, (A2)

Jy = β0
∂ϕ

∂y
± β2

∂σyy

∂y
, (A3)

σxy +
1

Gϕ

(
∂σxy

∂t
− γ̇σyy

)
=
γ̇

ϕ
+
β′2
2
∂Jx

∂y
, (A4)

σxx +
1

Gϕ

(
∂σxx

∂t
− 2γ̇σxy

)
= 0, (A5)

σyy +
1

Gϕ

∂σyy

∂t
= β′2

(
∂Jy

∂y

)
, (A6)
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σzz +
1

Gϕ
∂σzz

∂t
= 0. (A7)

From Eqs. (A2) and (A3), upon performing the derivatives
and substitution into Eqs. (A1), (A4), and (A6) we obtain:

dϕ
dt
=
ϕ0 − ϕ

T
+ k(ϕ∞ − ϕ)σxyγ̇ + β′0 β0

∂2ϕ

∂y2
± β′0 β2

∂2σyy

∂y2
,

(A8)

σxy +
1

Gϕ

(
∂σxy

∂t
− γ̇σyy

)
=
γ̇

ϕ
±
β′2 β2

2

∂2σxy

∂y2
, (A9)

σyy +
1

Gϕ

∂σyy

∂t
= β′2 β0

∂2ϕ

∂y2
± β′2 β2

∂2σyy

∂y2
. (A10)

Next, the normal-stress differences are defined in the usual
form:

N1 = σxx − σyy, N2 = σyy − σzz. (A11)

Hence, from Eqs. (A5)–(A7), the following equation for
the normal stresses is obtained:

(N1 + N2) +
1

Gϕ

(
∂(N1 + N2)

∂t
− 2γ̇σxy

)
= 0. (A12)

As observed, Eq. (A12) is decoupled from the three equa-
tions (A8)–(A10). It is possible to analyze the stability of the
system of Eqs. (A8)–(A10). However, a reduction to a two-
variable system can be obtained by considering the following
assumptions: (a) Eq. (A10) attains its steady-state faster than
Eq. (A9) (quasi-steady-state assumption) such as the time
derivative approaches zero. (b) The second derivative of the
normal-stressσyy in Eqs. (A8) and (A10) is negligible. In such
case we obtain:

σyy = β′2 β0
∂2ϕ

∂y2
, (A13)

which upon substitution into Eq. (A9) renders:

σxy +
1

Gϕ

(
∂σxy

∂t
− γ̇ β′2 β0

∂2ϕ

∂y2

)
=
γ̇

ϕ
±
β′2 β2

2

∂2σxy

∂y2
, (A14)

where the variable relaxation time is 1
Gϕ . Equation (A14)

together with Eq. (A15):

dϕ
dt
=
ϕ0 − ϕ

T
+ k(ϕ∞ − ϕ)σxyγ̇ + β′0 β0

∂2ϕ

∂y2
, (A15)

are the two variable systems to be analyzed. Defining the struc-
ture spatial coefficient D0, the stress spatial coefficient D1

(multiplied by the relaxation time 1
Gϕ ), and the Weissenberg

number W, respectively, as:

D0(W ) = β′0 β0 = γ̇ β
′
2 β0,

D1(W ) = Gϕ
β′2 β2

2
,

W =
γ̇

Gϕ∞
.

(A16)

The following set of equations is obtained:

∂σxy

∂t
= −Gϕσxy + γ̇G +

GD0(W )
ϕ∞

∇2ϕ ± D1(W )∇2σxy,

(A17)
∂ϕ

∂t
=
ϕ0 − ϕ

T
+ k(ϕ∞ − ϕ)σxyγ̇ + D0(W )∇2ϕ. (A18)

The stability analysis considers only small departures
from the critical Weissenberg (W c); thus, as a further

simplification, the spatial coefficients (D0(W ) and D1(W )) in
Eqs. (A17) and (A18) can be considered constant around W c

leading to Eqs. (8) and (9).

APPENDIX B: DERIVATION OF THE NON-LINEAR
AMPLITUDE EQUATION

The solution close to the critical point (W c, qc) may be
expanded as a function of a small parameter, ε = W − W c,
and the non-linear equation may be replaced by a system of
linear equations at different orders of ε (Manneville, 1990;
Peña Pellicer, 2002; and van Beijeren and Ernst, 1994) so that
the linear operator in (22), together with the non-linear parts
and the Weissenberg number, must be expanded as follows:

u ≈ εu1 + ε2u2 + ε3u3 + · · · , (B1)

l ≈ l0 + ε l1 + ε2l2 + · · · , (B2)

N ≈ ε2N2 + ε3N3 + · · · , (B3)

W ≈ Wc + εW1 + ε2W2 + · · · . (B4)

Note that the expansion of W causes that the equilibrium
values, σE and ϕE , also change with ε ; so these equilibrium
values may be approximated as:

σE ≈ σE(Wc) + εσE(W1) + ε2σE(W2) + · · · ,

≈ σE0 + εσE1 + ε2σE2 + · · · , (B5)

ϕE ≈ ϕE(Wc) + εϕE(W1) + ε2ϕE(W2) + · · · ,

≈ ϕE0 + εϕE1 + ε2ϕE2 + · · · . (B6)

In these expressions, the termsσEj and ϕEj represent deviations
from σE and ϕE , respectively, caused by W j.

For the expansion of the differential operators, ∂
∂t and ∂

∂y ,
the order relation obtained in the linear amplitude equation
(37) is used (Manneville, 1990; Peña Pellicer, 2002; and van
Beijeren and Ernst, 1994), so the proposed expansions are:

∂

∂t
≈

∂

∂t0
+ ε2 ∂

∂t1
, (B7)

∂

∂y
≈

∂

∂y0
+ ε

∂

∂y1
. (B8)

Upon substitution of the relations (B1)–(B8), and by
arranging the result in different orders of ε , the following
system is obtained:

∂u1

∂t0
= l0 · u1, (B9)

∂u2

∂t0
= l0 · u2 + l1 · u1 + N2, (B10)

∂u3

∂t0
+
∂u1

∂t1
= l0 · u3 + l1 · u2 + l2 · u1 + N3, (B11)

where:

l0 =
*..
,

−ϕE0 + ∂2

∂y2
0

−σE0 + D ∂2

∂y2
0

KWc(1 − ϕE0) −T − KWcσE0 + D ∂2

∂y2
0

+//
-
, (B12)
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l1 =
*..
,

−ϕE1 + 2 ∂2

∂y0∂y1
−σE1 + 2D ∂2

∂y0∂y1

K(W1 −WcϕE1 −W1ϕE0) −K(WcσE1 + W1σE0) + 2D ∂2

∂y0∂y1

+//
-
, (B13)

l2 =
*..
,

−ϕE2 + ∂2

∂y2
1

−σE2 + D ∂2

∂y2
1

K(W2 −WcϕE2 −W1ϕE1 −W2ϕE0) −K(WcσE2 + W1σE1 + W2σE0) + D ∂2

∂y2
1

+//
-
, (B14)

N2 = −*
,

1

KWc

+
-
σ̂1ϕ̂1, (B15)

N3 = −*
,

σ̂1ϕ̂2 + σ̂2ϕ̂1

KWc(σ̂1ϕ̂2 + σ̂2ϕ̂1) + KW1σ̂1ϕ̂1

+
-
. (B16)

1. Order ε

Equation (B9) shows that, at order ε , the linear equation
is recovered, and its solution is:

u1 = u0eiqcy, (B17)

where u0 represents the eigenvector of l0, that is,

u0 = *
,

1

α
+
-
=

*..
,

1

KWc(1−ϕE0)
T+KWcσE0+Dq2

c

+//
-
. (B18)

For orders greater than ε , the resulting equations have the
form

(
∂
∂t0
− l0

)
· uj = I j. The operator on the left-hand side

of these expressions is singular; hence, its solution has to be
restricted to subspaces where it is invertible. Such subspaces
are given by the Fredholm condition (Manneville, 1990; Peña
Pellicer, 2002; and van Beijeren and Ernst, 1994):

v0 · I j = 0, (B19)

where v0 is the left eigenvector of l0, that is,

vT
0 =

*
,

1

β
+
-
=

*.
,

1

ϕE0+q2
c

KWc(1−ϕE0)

+/
-
. (B20)

2. Order ε2

At this order, the Fredholm condition leads to v0 · l1 ·

u1 = 0; then, real and imaginary parts of this expression are
separated and cancelled to get:

βK(1 − ϕE0 − ασE0)W2
1 − (ϕE1 + ασE1)(1 + βKWc)W1 = 0,

(B21)

2qc(1 + αD + αβD)
∂W1

∂y1
= 0. (B22)

Here, Eq. (B22) is trivially fulfilled because 1 + αD + αβD
= 0. On the other hand, Eq. (B21) requires that W1 = 0.
These results indicate that the normal form of the bifurcation is
∂E
∂t = µE−gE3. Also, since W1 = 0, the expressions (B4)–(B6)

and the operators (B13), (B14), and (B16) are simplified to:

l1 =
*..
,

2 ∂2

∂y0∂y1
+2D ∂2

∂y0∂y1

0 2D ∂2

∂y0∂y1

+//
-
, (B23)

l2 =
*..
,

−ϕE2 + ∂2

∂y2
1

−σE2 + D ∂2

∂y2
1

K(W2 −WcϕE2 −W2ϕE0) −K(WcσE2 + W2σE0) + D ∂2

∂y2
1

+//
-
, (B24)

N3 = −*
,

1

KWc

+
-
(σ̂1ϕ̂2 + σ̂2ϕ̂1). (B25)

Finally, the solution u2 is the combination of the solution
to the problem at order ε with resonant terms (Manneville,
1990; Peña Pellicer, 2002; and van Beijeren and Ernst, 1994):

u2 = *
,

1

α
+
-
C2eiqcy + *

,

a1

b1

+
-
eiqcy + *

,

a2

b2

+
-
e2iqcy. (B26)

Here, coefficients aj and bj ( j = 1, 2) are obtained upon substi-
tution of the solution (B26) in Eq. (B10) (Peña Pellicer, 2002)
so that:

a1 −
1
α

b1 = 2iqc

(
1 + αD

ϕE0 + q2
c

)
∂C1

∂y1
, (B27)

a2 = −

(
4Dq2

c (1 − KWc) + T

8Dq4
c + TϕE0 + KWcσE0

)
αC2

1 , (B28)

b2 = −

(
KWc(4q2

c + 1)

8Dq4
c + TϕE0 + KWcσE0

)
αC2

1 . (B29)

3. Order ε3

Using the Fredholm condition (B19) on Eq. (B11) leads
to:

v0 ·
∂u1

∂t1
= v0 · l1 · u2 + v0 · l2 · u1 + v0 · N3, (B30)

for simplicity, this expression is analyzed separately. The left-
hand side term is used to obtain:

v0 ·
∂u1

∂t1
= (1 + αβ)

∂C1

∂t1
. (B31)
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The first term on the right-hand side of Eq. (B30) is:

v0 · l1 · u2 = −4q2
c

(
1 + αD

ϕE0 + q2
c

)
∂2C1

∂y2
1

, (B32)

whilst the second term on the right-hand side of Eq. (B30)
leads to:

v0 · l2 · u1 =
[
ϕE2 − ασE2 + K(W2 −WcϕE2 −W2ϕE0)β

−K(WcσE2 + W2σE0)αβ
]
C1. (B33)

The third term on the right-hand side of Eq. (B30) is used to
get:

v0 · N3 =

(
4q2

c [KWc(1 − αD) + αD] + KWc + αT

8Dq4
c + TϕE0 + KWcσE0

)
α |C1 |

2C1.

(B34)
Substituting terms (B31)–(B34) on Eq. (B30), and rear-

ranging the resulting expression to get:

1
ω0

∂C1

∂t1
= ξ2

0
∂2C1

∂y2
1

+
W2

Wc
C1 − g|C1 |

2C1. (B35)

When this expression is multiplied by ε3, the original operators
are recovered and the resulting non-linear amplitude equation
is (Manneville, 1990; Peña Pellicer, 2002; and van Beijeren
and Ernst, 1994):

1
ω0

∂A
∂t
= ξ2

0
∂2A

∂y2
+ µA − g|A|2A. (B36)

Here, coefficients ω0, ξ0, and µ agree with those from the
linear equation (37), and g may be obtained from the deduc-
tion of Eq. (B35). These parameters may be scaled out of the
amplitude equation (38) (van Beijeren and Ernst, 1994).
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